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Preface

In preparing this thesis, I found a particular group of references especially helpful. These

are listed separately in the Bibliography as preparation materials, but I would like to point

out their significance here for the reference of others.

In specifying the thesis format, the Rensselaer Graduate School’s Thesis Writing was

a necessary reference. This document is somewhat sparsely (but sufficiently) detailed, and

is readily available through the Graduate School. [297]

I used LATEX2ε to typeset the document itself. This was at first a big challenge, but

soon enough it became a real pleasure. To help me on the learning curve, Dr. Selahattin

Özçelik was very forthcoming with personal assistance. Also, the thesis templates made

available to all Rensselaer students by Harriet Borton of the Rensselaer Voorhees Computing

Center, was most useful in getting it all started. Lastly, kudos to Donald Knuth, Leslie

Lamport & co. for making it so easy, despite the initial enigma. I strongly recommend

using LATEX2ε [143, 201] for any serious document preparation, even well above pursuing a

thesis with expertise in MicroSoft Word r© or Adobe FrameMaker r© or PageMaker r©. Firstly,

it’s free, secondly, it’s 100% portable, and thirdly, typing those long equations in is pretty

much just like writing it in English — and just as fast and easy to change. It’s a bit

of a challenge to change your paradigm from wysiwyg, but well worth it for the snazzy

type-setting results you get!

The paper this thesis is printed on is from Mohawk Paper Mill’s Vellum & Satin,

high-opacity white line of papers.5 The paper is called Flax Vellum 70 Text (104g/m2), a

20

• it is a recycled paper;

• it has a nice feel and looks great;

• Mohawk is a local company;

• it duplicates without producing blacks specks on the photocopy.

I selected this paper after trying several other samples from different distributors and mills.

It was the best-quality recycled paper I could choose out of the 20 or so I examined. It also

satisfies all the requirements of Rensselær’s graduate school.6 The paper was only available
5Mohawk is located in Cohoes, New York and may be reached at 800.THE.MILL
6If you wish to use recycled paper too you should bring a sample to the Graduate School to see that it

meets their requirements.
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in press size (23”x35”) or larger as a vellum in this weight, so I had it cut into 8.5”x11”

sheets. Hill’s Stationary ordered and cut the paper for me at a reasonable price.

The broad yet complete survey paper by Brian Armstrong-Hélouvry, Pierre E. Dupont

and Carlos Canudas de Wit helped me get a quick grasp of what friction is all about, a

field so inundated with good and bad papers that the sheer magnitude of research involved

nearly had my mind quite boggled down. The paper was timely, accurate, informative and

comprehensive yet succinct (insofar possible!), and above all, extremely helpful in navigating

the imbroglio of loosely coordinated (if at all) world-wide research on the subject. In this

regard, of course, the seminal work of Ernest Rabinowicz on friction and wear was a solid

reference as well, particularly his recently updated edition.

On backlash, the dedicated studies of Gang Tao and Petar V. Kokotović in this regard,

recently summarised in a new text on hysteretic nonlinearities in identification and control,

has proved most useful. I was lucky their complete view on the subject was published just

in time for my thesis work, helping me to tie together the scattered works within their

various proceedings and journal papers on the subject over the past decade or so.

The biographical references are nearly all culled from Cajori on physicists [57], Boyer

and Merzbach on mathematicians [49], and MacCurdy on da Vinci in particular [217]. These

are all excellent references on the history of science.

The main technical references I used were Max Kurtz’ handbook [198] and Mary

Boas’ excellent, broadly-scoped text on applied mathematics [45]. John Dettman’s book on

complex variables aided with my breaking open the Riemann Space [87].

I would also like to introduce a criticism of the current paradigm within scientific pub-

lishing. In my investigation I encountered a good number of published articles with little

more reason for existence than political motivations. Though the everyday researcher or

academic is usually not to blame for this, since their funding likely depends on some “show”

of “progress”, not once did I in my career as a graduate student encounter any researcher

here or in my travels who admitted to this popular charade of scientific production. Person-

ally I am grateful for the funding I received as a graduate student, and believe I understand

some of the stress associated with acquiring such funding, myself having had to play by the

same rules as part of the team. But I sincerely wish those with the purse strings knew that

in the end, publishing merely for the sake of doing it only helps produce mounds of extra

garbage to have to sift through on the way to getting some real results out of the available

literature. To hell with it. I would generally prefer to read less material with greater use-

ful and applicable content than inflating my curriculum vitae with embarrassingly prosaic

treatments slopped out the door with such rushed prolificacy.

I hope that contrary to the rampant generalisation of the preceding argument you will
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find this thesis work a relatively good read, and that it’s useful for whatever endeavours

you’re attempting in the way of nonlinear identification and control. I tried to present a

balanced picture of the historical and technological context within which this subject is

rooted and currently operates. These are fundamental issues of importance to all mechan-

ical engineers, and as such enjoy a certain timelessness. Perhaps this compiled reference

may endure the rapid changes in technology for a while; if so, I hope it assists with your

understanding of it all in some small manner.

Interested readers are encouraged to visit the mechatronics web site to download

Matlabr© tools implementing the wavelet algorithms presented here, and/or to send e-mail

with any comments or questions:

• http://www.meche.rpi.edu/research/mechatronics

• dema1@rpi.edu or mechatronics@rpi.edu

Julian A. de Marchi Troy, New York

October 1998
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Abstract

This work reports on methods for identifying arbitrary combinations of friction, backlash

and compliance in mechanical drive mechanisms. Such methods are necessary to suppress

drive nonlinearities contributing to mechanical positioning errors in, for example, machine

tools. Backlash, friction and joint compliance are traditional nemeses of precision tooling

and a traditional study in mechanical engineering. To date, our understanding of these

phenomena remains limited, as does our ability to control them. Friction, backlash and

compliance are each presented here in sufficient detail to characterise the nonlinearities

affecting machine tools in detailed analytical form. The dynamic coupling between the three

nonlinear elements is highlighted as being particularly important to improving the precision

and accuracy of machine tools and quality of the workpiece product. The main practical

contributions of this thesis are a strong theoretical development of the nonlinearities present

in machine tools, and easy-to-apply system identification techniques for asymmetric or

nonlinear friction and compliance estimation, as well as strategies for identifying backlash

with impact.

The nonlinearities present in a drive are to some degree well-understood: the ma-

jority of observed nonlinear effects can be modeled as a combination of damping (energy

loss), hysteresis (dead band), and vibration (impact and oscillation). Using a model al-

lows the nonlinearities to be represented and analysed using well-developed mathematical

foundations. The model provides a structure allowing simple interpretation of and reaction

to the approximate behaviour of the drive nonlinearities. These nonlinearities have been

studied in depth, and models are available in a range of complexities addressing a variety

of their salient behaviours. It is possible to construct a model with any finite degree of

precision, but real-time digital implementation typically confines the degree of complexity

remaining tractable. Fortunately, most established models for friction, backlash and compli-

ance are mathematically simple to describe, and yield useful approximations of the overall

nonlinear behaviour of a drive mechanism. The work herein therefore takes an analytical

(model-based) approach to the problem of identifying and controlling these nonlinearities.

In particular, the combination of viscous and kinetic friction prevalent in machine tool-like

drive trains is examined.

A detailed overall analysis is given of dynamic friction, backlash with impact, and

multi-modal elastic compliance as they operate interactively in a realistic dynamic environ-

ment. It is shown that interaction between these otherwise standard nonlinear elements is

a crucial component of successful machine tool controllability. The results are important
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to the improved mechatronic design of future machine tools as well as the retrofitting of

existing tools with better-informed software control. The work has applications to many

dynamic systems in general, and especially in the field of robotics. The three basic nonlin-

earities are examined individually and as components in a complete system. The scheme is

first developed analytically, then simulated, and the friction identification methodology is

actually tested on two systems mimicking the nonlinearities of a typical machine tool.

Unique contributions include a backlash model with viscoelastic impact properties, and

extension of the traditional time-domain identification technique known as the logarithmic

decrement method to include estimation of asymmetric kinetic and viscous friction for lin-

ear, second-order oscillations with time-invariant system parameters. The method may be

applied to any such free vibration response, using only the time history of displacement data.

Moreover, a novel technique called parametric harmonic oscillation is introduced, whereby

even highly overdamped systems can be made to mimick underdamped free harmonic vibra-

tion, allowing one to apply the extended log decrement method to all second-order systems

exhibiting asymmetric kinetic and/or viscous friction. The parametric harmonic oscillation

method reveals the actual physical mass, and hence the friction and stiffness parameters of a

system, in addition to the usual mass-dimensionalised frequency and damping values. The

techniques are demonstrated in theory and simulation, and subsequently verified on two

real second-order systems with asymmetric friction. Identification techniques for nonlinear

(time-varying) friction and (multimodal) stiffness are also explored.
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Abbreviations and Nomenclature

0.1 Mathematical Nomenclature

The mathematical notation follows one of the widely accepted conventions, as follows:

• constants are denoted using plain serif typeface;

• scalars are denoted using italic serif typeface;

• vectors are denoted using bold serif lowercase typeface;

• MATRICES are denoted using bold serif uppercase typeface;

• indices are denoted using italic subscript;

• description of a variable’s type is denoted using upright sans serif subscript;

• SET membership is denoted using “blackboard” superscript;

• the complex conjugate of a number is denoted by a superscript asterisk (∗);

• the transpose of a matrix is denoted by a superscript “T”;

• the real component of a complex variable is denoted by a superscript “R”;

• the imaginary component of a complex variable is denoted by a superscript “I”;

• equivalences valid for all values of the relevant variables are denoted by “≡”;

• defining equations are denoted by the symbol “,”;

• other special notational symbols are used in accordance with common nomenclature.

0.2 Acronyms

The following acronyms appear in the text, and are summarised here for the sake of

convenience:

DC Direct Current

HT Hilbert Transform

ID Identification

NSF National Science Foundation (USA)

PHO Parametric Harmonic Oscillation
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RPI Rensselaer Polytechnic Institute (USA)

WT Wavelet Transformation

0.3 Regarding Representation of the Friction Forces and Torques.

Note that the nomenclature denoting the various components of dynamic friction

(static, kinetic et cetera) do not follow the traditional notation. Traditionally, the Greek

letter µ, with appropriate subscripts, is used to denote the relevant friction coefficient, a

dimensionless correlation between normal contact force (load) and the resulting tangential

friction force. In this study, a more contemporary notation is used where the friction force

itself is denoted by µ, because in the context of dynamic friction there is no one particular

“coefficient” of friction to speak of, and furthermore, this both highlights the type of friction

while clarifying the equations by elimination of repetitive subscripts. Also, the viscous fric-

tion is interchangeably represented both by the traditional tribological variable ν and also

the traditional mechanics-of-vibrations variable c. The author apologises for any confusion

surrounding this selection of variables departing from the norms which the reader may be

more familiar with.
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Chapter 1

Introduction and Historical Review.

1.1 A Discussion of the Three Basic Drive Nonlinearities.

Three basic drive nonlinearities dominate empirical observation of machine behaviour,

and these are friction, backlash and compliance. The term friction is used loosely to indicate

any speed- or force-dependent energy dissipations in the machine. Backlash connotes me-

chanical hysteresis as well as multibody impaction. Compliance is really just the opposite

of stiffness, and regards the elastic transmission components of a machine. The literature

examines these effects individually or in combinations of two, whereas this thesis describes

all three acting in concert to deride the precision of machine tools, and how to identify the

contributions of each under such circumstances. Perfect machines portray none of these

nonlinearities, but the world is certainly not perfect, especially when perfection costs more

money. One might go so far as to say that the simultaneous identification of these three

basic effects—which encompass the fields of lubrication, tribology, multibody dynamics,

thermodynamics, vibration, and machine design—would, out of all the conducted research

so far, be the most applicable and useful, and carry the most potential benefit for industry.

The history of each of these topics in engineering is outlined below as an introduction to

the current state of the art pertaining to industrial application of the available technology.7

1.1.1 Friction.

Friction is a word traceable to 15th-century English, denoting “the force that resists

relative motion between two bodies in contact,” [227] and derives from the Latin word

fricare, “to rub”. Friction is of interest to scientists because it a universal phenomenon

affecting our everyday lives—for example, it allows us to traverse the earth, air and water!

Mechanical engineers are concerned with the effect of friction on the behaviour of machines.

Friction allows us to slow or stop the motion of machines using brakes; it causes heating

between frictional elements in motion; and it also allows machines to start and accelerate

their motions. It can be used to positive effect in some part of a machine’s function, whilst

in other parts producing a confounding effect. In all forms friction is a fundamental physical

phenomenon intrinsic to all machines and mechanical processes. The field of friction itself

dates back more than three millenia! [276]
7A timeline delineating significant achievements in the history of friction research is given in Appendix A

on page 169.
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Every student when studying college physics for the first time comes to regard

the subject of friction with mixed feelings. [S]he finds that the motion of one

surface over another is always opposed by a force due to friction irrespective

of the direction of movement, hence the efficiency of any mechanical device is

reduced because of the friction of its moving parts. Corrections have to be

applied in order to make calculated results agree with experience. This is a

nuisance. Yet, without friction, [s]he finds that nails, screws, and moving belts

would be useless; trains and automobiles would not start, but if going, could

not stop without a smashup; and [her] own ability to walk to [her] classroom

would be lost. Thus, whether friction plays the part of devil or of angel, it

exercises an influence upon everything that moves; it springs into action the

instant a sliding force is applied; it may prevent motion that would otherwise

occur (as when a body is at rest upon a plane inclined to the horizontal at a

small angle). [251, p.181]

During the course of daily life we only occasionally encounter structures that

have little or no damping, and hence we rarely have the opportunity to observe

the absence of a phenomenon that we take almost completely for granted. When

a structure posesses no damping, no mechanism exists to remove the vibrational

energy in it, implying that any vibratory motion, once set up, will continue for

ever. Clearly this can never happen in the real world. [236, p.45]

In fact, the energy “lost” to friction can be expressed in a number of different ways,

depending on the level of detail desired; considering that friction and wear are inextricably

linked (more on this later), the loss of material from a system must accompany a really

specific model, for example. Factors of mass loss and interactions between the subsystems

rubbing against one another may be cast purely in the sense of exchanged energies, though

superficially speaking this may at first seem somewhat philosophical [290].

1.1.1.1 What Exactly is Friction?

In science—one art aiming to elucidate the mysteries of friction—the dissipative ef-

fect of friction is observed by the Second Law of Thermodynamics [299, 365], a theorem

postulated on the basis of consistent experimental observation. Lord Kelvin (née William

Thomson, physicist, 1824–1907) and Max K. E. L. Planck (physicist, 1858–1947) recognised

the Second Law in terms of heat engines. Rudolph J. E. Clausius (physicist, 1822–1888)

extended this notion with the definition of entropy of an isolated thermal cycle, which never

decreases; this resolved the ambiguity between initial and final states of a thermodynamic

cycle, both of which often share similar, and thus indistinguishable, equilibrium properties.
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Entropy, which a fundamental system state, can remain constant only for an isolated, fully

reversible process; otherwise it increases with the process. Irreversible system cycles are

the norm, and include those where work is “lost” to uncontrollable factors like friction—for

example, during the full stroke of a piston which rubs against its cylinder. Assuming the

Universe of our experience (which naturally includes all such machines and cycles) is an iso-

lated system—in accordance with our common observation8—this leads to the well-known

principle of increasing entropy, which basically states that since not all processes are fully

reversible, entropy must, to some extent, always be increasing. Friction is a particularly

common example of such “lost energy” in mechanical cycles; in fact it was a friction experi-

ment between churning paddles and water by James Prescott Joule (entrepeneurial brewer,

1818–1889) which first proved the equivalence of mechanical and thermal energies [57,246].

Control systems theory provides a similar account for losses due to friction through

the concept of dissipation [371]. Reflecting the principle of increasing entropy, friction

can be described as the “loss” or dissipation of energy from the cycle or machine under

investigation, into its surroundings. Hence a system is described as dissipative if it dissipates

energy—when “the outgoing energy is less than or equal to the incoming energy.” [93]

The energy lost over one cycle is defined as the line integral of dissipation along the

path of action. In thermodynamics this is the line integral of entropy change over the path

from some state A to some other state B and then back to A. In mechanics it is the line

integral of friction loss over the path from some displacement A to some other displacement

B and back to A. If the paths happen to be equivalent both back and forth, then the cyclic

process is said to be reversible, and no energy is “lost”. Typically, though the path of action

is often stationary (stable in both directions), it will differ in either direction of traversal,

because realistic system behaviour varies with temperature, frequency and amplitude of

cyclic oscillation, and other properties. In this case, the path of action will describe a

hysteresis curve, and the area bounded by this curve will be the value of the line integral

(for example, the energy “lost” to friction).9

This mathematical description accounts for commonly observed behaviours such as a

flexible beam or oscillating pendulum under free vibration coming to an eventual stand-

still because of frictional energy dissipation. In the pendulum example, friction manifests

itself in the pendulum’s hinge, whereas in the vibrating beam, the friction is largely con-

tained within the structure itself—dissipative forces exist between the beam’s molecular

layers as they “rub” and stretch alongside one another on a microscopic scale, giving rise

to a macroscopically-observable effect. This distinction between micro- and macroscopic
8Yet this is by no means a closed issue in physics or philosophy!
9If the dissipation is proportional to the square of the amplitude of the cycle (linear damping), the

hysteresis curve will be elliptic.



4

frictional behaviour gives rise to the distinguishing terms internal, molecular or vibrational

friction and external or macroscopic friction, respectively, though often the type under

current discussion is determined simply within the context of the problem at hand.

Friction constants or damping coefficients are used to distinguish the frictional prop-

erties of different materials. Depending on their scaling with respect to the range of various

materials under consideration, different mathematical conveniences may be obtained. The

frictional behaviour of a material is rarely, if ever, constant, and typically depends not only

on the material itself, but the environment in which it is used. However, it is common

for frictional properties to be modeled as constant within some small specified tolerance,

over the anticipated range of useful operation. These factors are the special domain of

spring manufacturers and others who conduct extensive research and tests to determine

the validity of constant damping. The ranges of validity are then specified with the final

product.

Friction may be expressed in a number of different ways. Internal friction is often

constant over a wide range of frequencies of vibration, and proportional to the squared

amplitude of vibration: such friction is called linear, structural or solid damping, and has

units of force versus displacement. Other materials and systems may exhibit viscous

damping, where the frictional force is proportional to the velocity of cyclical motion—in

this case the friction is greatest at the natural frequencies of the system. Other types

of damping can be expressed in terms of an equivalent viscous damping, by equating the

energy loss during an arbitrary stationary cycle (stable, but forced at various different

frequencies simultaneously) with that which would be lost under pure harmonic excitation

(forced by a single frequency). External friction is usually denoted by the damping ratio, a

non-dimensional number proportional to the energy loss per cycle of work (specific damping

capacity or loss coefficient). Generally, internal friction is used to specify the behaviour

of flexible machine parts, and external friction to specify that of rigid links connected by

kinematic joints or supported by surface contacts or contours [346].

The work presented herein will address both types of friction. The following section

will concentrate on the frictional interactions in joints between rigid bodies. Internal friction

will be discussed further on within the context of elastic compliance.

1.1.1.2 The Classical Friction Model:

Static +Dynamic+ Viscous Frictions.

Coulomb damping is used to describe the friction between two dry, clean rubbing sur-

faces, as in a joint, and is named after Charles Augustin Coulomb (experimental physicist,

1736–1806). This definition should actually be attributed to Leonardo da Vinci (artist and
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scientist extraordinaire, 1452–1519), who observed that the phenomenon of friction was a

force independent of contact area. Among da Vinci’s pontifications on the subject one may

find the following prose on impetus (the “instantaneousness” of force):10

When the friction of the moveable thing over the place where it is moved is

of slight density, the power of the mover will be united for so great a space with

the movable thing, since this is separated from the mover in proportion as the

friction is of less density [217, p.429].11

Friction is divided into three parts: these are simple, compound and disor-

dered. Simple friction is that made by the thing moved upon the place where

it is dragged [kinetic friction]. Compound is that which the thing moved makes

between two immovable things [static friction]. Irregular is that made by corners

of different sides [friction at a point contact]. [217, p.527]12

If you desire true knowledge of the quantity of the weight required to move

[a] hundred pounds over [a] sloping road, it is necessary to know the nature of

the contact which this weight has with the smooth surface where it produces

friction by its movement, because different bodies have different kinds of friction;

because if there shall be two bodies with different surfaces, that is, that one is

soft and polished and well greased or soaped, and it is moved upon a smooth

surface of a similar kind, it will move much more easily than that which has

been made rough by the use of lime or a rasping-file [217, p.596–597].13

All things and everything whatsoever however thin it be which is interposed

in the middle between objects that rub together lighten the difficulty of this

friction. [217, p.601]14

[Furthermore,] friction produces double the amount of effort if the weight be

doubled. [217, p.607]15

In 1699, da Vinci’s ideas were independently rediscovered by Guillaume Amontons

(physicist, 1663–1705), who is credited for first phrasing friction in “modern” terms [15].

Amontons was convinced that this friction was the result of the inter-penetration of two

surfaces; in other words, their contact pressure, a view further advanced by Coulomb
10da Vinci’s nebulous prose is indicative of his philosophical insights into everday mechanisms, unlike the

later work of Newton; although both men concluded much the same about the laws of physics, da Vinci
postulated upon fascinating observations whereas Newton abstracted the same into divinely precise “laws
of nature”.

11Quod vide Codice Atlantico 161v.a.
12Quod vide La Bibliothèque de l’Institut de France, notebook E 35 r.
13Quod vide the Victoria and Albert Museum of London, Forster Bequest Manuscripts II 87 r. and 86 v.
14Quod vide Forster Manuscripts II 133 r. and 132 v.
15Quod vide Forster Manuscript III 72 r.
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later on [67, 68]. In fact, da Vinci was already a step ahead of Amontons the whole way

through: unlike Amontons, the ever-curious Renaissance Italian had quickly recognised that

blocks sliding on inclined planes exhibited frictional resistance not only proportional to their

weight, but in connection with their angle of “repose”, complete with sketches of supporting

experiments to boot [251].

The significance of the angle of repose was rediscovered by Antoine Parent

(mathematician, 1666–1716) in 1704 [256], and further elaborated by Leonhard

Euler (great mathematician, 1707–1783) in 1748 in the form and notation which

now appears in our textbooks [111].16 The latter also says: ‘Everyone is agreed

that friction depends upon load only and not upon the extent or shape of the

surfaces. One would think that, since friction is caused by asperities, the larger

the surfaces, the greater the friction because there would be more asperities,

but this is not the case.’ He states that the force of static friction is greater

than that of kinetic, and gives an equation for each in terms of the angle of

repose. [251, p.184]

Unwavering since da Vinci’s recorded ruminations, this view became known as the “rough-

ness hypothesis.” [276]

Indeed all of the authors who have written of the unstable forces, there is

perhaps not one who has paid sufficient attention to the effect of friction in

machines, and of the resistance caused by the stiffness of ropes, nor who has

given us the rules for understanding the one and the other, and for reducing

them to calculation. [15, p.206]17

Enter Coulomb, who was later able to quantify rules of friction for various materials,

and verified that, in accordance with Amontons’ observation, the friction is directly pro-

portional to the interfacial pressure shared between two surfaces. When a block of some

material slides upon a surface, it is therefore the weight distributed over the area of contact

of the block which determines this pressure. Coulomb defined a coefficient of friction µ,

independent of the velocity of sliding (once sliding is initiated), but whose action counters

all directions of sliding.18

[Coulomb in 1785 concluded some important] determinations of the factor
16See equation (1.1) on page 8.
17Translation by Frederic Palmer, quod vide [251, p.182]
18Neither Coulomb nor Amontons had any idea that da Vinci had already scribbled all this information

into his notebooks, a whole three centuries earlier!
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that control the force in static friction as distinct from those that control that

of kinetic friction [67]:19

1. in both cases, Amontons’ laws concerning load and contact area . . are valid

over the range tested;

2. in both cases, the force of friction depends upon the nature of the materials

in contact and their coatings;

3. the force of static friction depends upon the length of time during which

the surfaces have been in contact;

4. the force of kinetic friction is independent of the velocity;

5. at least part of the frictional force may be ascribed to cohesion of the

molecules at the sliding surfaces.

So, although the laws of friction seemed stable, there was still some question as to what

exactly the mechanisms of friction really were. Coulomb also stated that friction was

independent of speed, but his experimental observations indicated that friction increased

with speed for some materials, while for others it decreased [251].

Subsequently, Arthur Jules Morin (applied mathematician, 1795-1880) discovered that

friction was in fact independent of speed when sliding, in a series of experiments from 1831

to 1834 [231]. Morin, in contrast to Coulomb, executed numerous meticulous experimen-

tal measurements of friction over a wide range of materials and conditions – 631 of them

in all [251]. Morin conclusively reported that his results proved dry friction was indepen-

dent of velocity. However, Coulomb had nonetheless proposed the interesting idea that

the friction might likely be caused by a dynamic spring-like mechanism between surface

asperities, literally brushing against one another, proposing a possible explanation for the

actual mechanism of friction.20 Coulomb, whose more memorable contributions to physics

are electrostatically oriented, devised a theory of electronic interaction of the interfacial

molecules across two rubbing surfaces, an idea simultaneously suggested by S. Vince in

England (the phenomenon known as triboelectrification) [251]. Nonetheless the evidence

gathered into the turn of this century still left much in question as to the real operating

mechanisms of friction.

In spite of all this debate, the basic empirical observations of friction are usually

lumped into one convenient mathematical equation commonly known as either Amonton’s
19Translation by Frederic Palmer, quod vide [251, p.184]
20This notion is elaborated further by the “bristle” model of the friction phenomenon by Hæssig and

Friedland [155], and Canudas de Wit et alii [62], presented further on in Chapter 2.
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or Coulomb’s law of friction,21 describing an arbitrary point contact between two rigid

bodies as [181]

f = n + t (1.1)

where: f is the contact force;

n , |n| > 0 is the normal force;

t , |t| ≤ µn is the tangential shear force opposing the sliding.

This equation can be modified to describe the friction at point or distributed contacts, in

linear or rotating joints. During sliding, t = µkn, and before sliding t = µsn. Typically

µsµk, where µs is called the static and µk the kinetic coefficient, respectively, of Coulomb

friction, and these µ are taken to be constant for a given pair of rubbing materials across

some range of operation.

The Coulomb friction model of (1.1) above is a good approximation for clean, dry,

geometrically regular surfaces sliding together. Coulomb’s “ ‘law’ of sliding friction (as

customarily cited in textbooks)” states that the frictional force [251]:

• . . . is directly proportional to load, that is, to the total force which acts normal to the

sliding surface;

• . . . for a constant load is independent of the area of contact;

• . . . is independent of the velocity of sliding;

• . . . depends upon the nature of the materials in contact.

With the spread of the industrial revolution and high-speed machinery, like shafts ro-

tating on lubricated bearings, it became evident that a new, speed-dependent component

of friction existed, called viscous friction. The concept of viscous friction was promul-

gated by the fluid mechanics pioneer M. Osborne Reynolds (engineer, 1842–1912), and is

associated with the viscosity of a bearing’s lubricating fluid, which typically being non-

Newtonian, becomes stiffer at the higher pressures produced by higher speeds [282]. Isaac

Newton (physicist, 1642–1727) had proposed laws of motion for what he baroquely termed

“perfect” (frictionless) fluids, contemporarily known as Newtonian fluids. A number of

mathematicians developed Newton’s equations into the theory of “hydrodynamics” to solve

many hypothetical problems, amongst them Jean Le Rond d’Alembert (mathematician,

1717–1783) who proved the paradox that a body immersed in a frictionless fluid must have

zero drag, which naturally was contrary to all observation. Engineers of the day reacted by
21Coulomb is partially credited because he first committed the laws to paper in mathematical form.
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solving their own problems based on empirical evidence instead, developing the science of

“hydraulics”. Eventually the theory and practise of fluids research became confluent under

the theory of viscous flow, which dominates most engineering problems. It is out of this

modern work in fluid mechanics that we can explain the effect of viscous friction. For this

reason it is also sometimes called wet friction (found in lubricated bearings), to distinguish

it from Coulomb friction, in turn sometimes referred to as dry friction (as found between

dry, rubbing surfaces).
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Figure 1.1: The classical static+ kinetic+ viscous friction model.

For a good while the model of wet+dry friction prevailed in the engineering analy-

sis of machines. A graphic representation of this fairly straightforward model is given in

Figure 1.1.

Further than this most students do not go; first, because of a lack of interest

since friction is not an exciting topic full of fireworks, like atomic energy; second,



10

because, even with the requisite interest, an inquiring student will be discouraged

to find the answers to [her] questions scattered through the literature rather than

brought together in easily available form. [251, p.182]

The tenacity of modern tribologists, however, has prevailed, as will be immediately evident.

1.1.1.3 The Modern Friction Model:

Rolling, Stribeck, Stick-Slip, and Hydraulic Frictions.

With the advent of the field of tribology (after the Greek word tribos, “to rub”), which

developed in England during the 1920s and ’30s, and brought with it an increasingly better

understanding of the molecular forces of friction, a rather different view of friction began to

emerge. The classical view held that friction was due to the roughness of the surface contact

between two bodies, and that surface asperities and atomic forces were responsible for their

“interlocking”, thus resisting motion. Scientists during the Enlightenment toyed with the

notion that the surfaces might be electronically adhering to one another, but the idea was

reluctantly discarded because it would have required, contrary to empirical evidence, that

the friction between rubbing bodies be proportional to their interfacial contact area.

The revised view suggested that the friction really should be more explicable via the

“adhesion theory”, since further observation, thanks to turn-of-the-century advances in the

expertise of surface chemistry, revealed that varying degrees of surface contamination had

a significant effect on the adhesion (or friction) of bodies in contact. To wit [252]:

1. The friction of ground glass is less than that of plate glass or of glass polished to an

“optical face”.

2. The coefficient of friction usually has the same value whether a rider is slid over a

freshly prepared surface or in the same visible groove of previous trips.22

3. The effect of a spherical contact in bringing about the deceleration of a flywheel leads

to the conclusion that friction is independent of surface polish except when the rider

is of relatively soft material.

4. The results of more than one thousand friction measurements on each of five different

metals were essentially the same whether the surfaces were polished, or rough and

torn.
22Though new evidence suggests that hydrodynamic effects may have a significant erroneous effect on

the measured friction over multiple passes (Quod vide [224]), probably a manifestation of normal force
dependencies (discussed in a later section).
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5. Lower frictional resistance and less frictional wear occur in bearings and cylinders in

which one of the sliding surfaces is rougher than the other.

6. Steel journals, with varying degrees of polish, turning in lubricated bearings, show no

significant differences in frictional torque.

This mounting body of information forced researchers to consider more closely the real

meaning of the “actual area” of frictional contact between two bodies. This thought had

already been considered by H. Shaw around 1886 [252].23 As Rabinowicz critically reveals

in the opening to one article,

Early workers in the friction field (Amontons, Coulomb, Morin) described

the macroscopic phenomena, the ‘laws’ of friction, very accurately . . . and dis-

cussed them very shrewdly. They had no concept of what constitutes a ‘clean’

surface . . . and hence underestimated the extent and significance of adhesive

effects. They paid lip service to one another’s opinion that friction was due

to surface roughness, but had an uneasy feeling that adhesion might be the

real factor. Modern work has definitely confirmed the adhesion hypothesis as

against the roughness hypothesis because, among other reasons, very smooth

surfaces almost invariably show as much (sometimes more) friction as do less

smooth ones. However, in an attitude reminiscent of Aristotle’s medieval disci-

ples, most authors in mechanics still equate “smooth” surfaces with “frictionless”

ones. [275, p.1]

Investigators had discovered that the apparent (macroscopically observed) and the actual

(microscopic) areas of contact were completely different! This deduction, based on the role

of surface asperities in friction, resolved most of the dispute surrounding the modern ad-

hesion theory. The modern view is now that the interfacial pressure between two bodies

in contact deforms local, microscopic surface asperities, increasing the real contact area,

thereby explaining the observations of the classical scientists; and the same theory explains

why the real interfacial surface area appears to be largely independent of the roughness

of contact. Additionally, the “third body” theory has developed out of closer examina-

tions of interficial rubbing, which considers the likelihood that frictional wear forcefully

detaches microscopic material particles which, under certain lubrication conditions, can al-

low a miniscule “third” particular body to alternately roll or weld itself between the two

relatively macroscopic rubbing surfaces. The wear also accounts for a consistent renewal of

the rubbing surfaces, whose characteristic roughness will remain fairly constant, while the
23Palmer attributes the original citation to “Archbutt and Deeley (1912).”
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frictional detritus produced during the rubbing becomes compressed between the interfacial

surface asperities, thereby increasing the actual contact area. The complete mechanism de-

scribed by the adhesion theory can be condensed out of the dedicated work of F. P. Bowden

and David Tabor in the late 1930s and early 1940s, who meticulously isolated the influence

of several variables known to affect the behaviour of friction [252, p.329]:

• The area of actual contact can be measured by employing a simple electrical technique

(conductivity).

• The area of actual contact of either moving or stationary surfaces is essentially unaf-

fected by both the shape and the area of apparent contact of these surfaces.

• Under the same load, the area of actual contact of the same metals, whether rough

filed or finely polished, is the same.

• At least in the case of metals, frictional force is proportional to the area of actual

contact, which is a small fraction of the area of apparent contact.

• Frictional force is independent of applied load. The principal effect of an increased

load is an increased area of actual contact. [The pressure thus remains constant.]

• Deformation of metals, due to the load, is chiefly plastic. This deformation increases

until the area of actual contact is sufficient to support the load; hence [the pressure]

is the same whether the surface finish is rough or smooth.

• Since the area of actual contact is very small, even a light load may produce a pressure

high enough to cause adhesion (welding) of the points of contact.

• Frictional resistance of metals is due primarily to the shearing of welds at points of

contact, and secondarily, to the work of plowing the harder [asperities] through the

softer.

Research along these lines continues to pursue a closer observation and understanding of

the more microscopic and subtle mechanics of surface chemistry and lubrication than was

previously possible [276].

Heinrich Rudolf Hertz (engineer cum physicist, 1857–1894), among his more astound-

ing achievements,24 studied the close contact of spherical ball bearings [157]. Hertzian

contact mechanics now bear his name, and describe the action of rolling evident in pre-

stressed bearings such as those commonly used to fix machine spindles. Whereas previous
24Hertz succeeded Clausius at Bonn at the age of thirty-two for good reason: he experimentally proved

Maxwell’s theoretical extensions of Faraday’s electromagnetic wave-induced forcefields.



13

models took rolling to be along the moving point contact between the ball and a plane,

which mechanically would result in a pure slip or no-slip condition at the contact point,

Hertz exhibited a contact where the ball is pressed onto the surface by the load stress of

the machine spindle it bears, deforming locally to produce a more or less circular area of

contact with the plane it rolls along. Because of this elastic deformation at the interface,

the velocity profile over the contact area is non-uniform—hence it is impossible that the

true contact would result in either pure slip or no-slip! Depending on this profile, then,

there is additional friction produced, since part of the contact surface of the ball will always

be rubbing against the plane, one way or another. This friction is therefore called rolling

friction, and is proportional to the ratio of mean contact slipping to rolling velocities [276]:

µr =
vslip

vroll
µk (1.2)

where: vslip is the mean slipping velocity over the contact area, and

vroll is the mean rolling velocity of the ball across the planar surface.

A similar approach exists for elliptical Hertzian contacts, as in the case of gears “rolling”

across one another during contact. It should be noted that similar rolling friction will also

take place within the curved “trough” known as the bearing race, used to keep ball bearings

aligned and more uniformly stressed when assembled [23].25 An analysis of such elliptical

Hertzian contacts may be found in the recent work of J. A. Greenwood of the University of

Cambridge [148].

A further small contribution exists which adds to the rolling friction, and this comes

from the fact that the deformation at the rolling contact is not entirely elastic in property:

some energy is always lost to heat as the leading edge of the rolling ball is first compressed

and then released at the trailing edge. For the most part, however, Hertz’ analysis gives

a fairly good estimation of measured values in real bearings, where such rolling predomi-

nates the overall bearing friction. Ball bearings are otherwise very elegant mechanisms for

reducing the friction on rotating spindles or sliding guideways.

R. Stribeck (engineer, ??–??26) spent a couple of years at the turn of this century

studying the lubricated bearings of machines at the (German) Central Agency for Scientific

and Technical Research at Neu-Babelsberg. He conducted a number of tedious experiments,

collecting vast amounts of empirical data on the behaviour of rotating shafts and slides on

slideways [319–321]. Stribeck describes his motivation [319, p.1341]:27

25The original work is attributed to Eschmann (quod vide [110]).
26The author was unable to locate any biography of Herr Stribeck.
27Translation by the author.
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In hindsight of the traditional and expanded use of slideways, the following

may come as a surprise. Upon closer inspection one becomes aware that slide-

ways, like various other bearings under heavy use and wear, exhibit similarly

devious behaviour from one case to another.

. . One seeking to learn the inner workings of various bearings may not find

the solution within the field of lubrication alone, for this teaches one more about

lubricants than about the bearing. More important is the installation and op-

eration of shafts within their bearings. Of particular interest is the acceleration

phase, where the machine starts at rest and ends at its normal operating speed.

This effects of this phase are found in locomotives, machine tools, and other

machines with heavy spindles.

Stribeck experimented on both slideways and roller bearings and compared the results for

different loading conditions, lubricant temperatures and pressures, and velocities. With-

out attempting to generalise his results by an exact model, he rather sought to explain

qualitatively the possible reasons for his observations. The meticulousness of his experi-

mental methodology28 elicited a number of interesting results, which to some degree ex-

plained the previously enigmatic discontinuity between the static and dynamic friction

coefficients. With detailed recordings of spindle movement under applied torques, using a

rather ingeneous apparatus to sample the instantaneous temperature and speed of the spin-

dle right at the bearing, he was able to show that the spindle friction dropped rapidly—not

instantaneously—from the static value to a minimum kinetic value. The exact minimum de-

pended on spindle velocity, lubricant temperature and pressure, and duration of operation.

The friction then rose asymptotically with increasing spindle speeds, eventually conjoining

the linear domain of viscous friction. This frictional transition is known as the velocity-

dependent Stribeck effect, which is shown in the “partial lubrication” phase of Figure 1.2

on page 19.

There is another effect determined by Stribeck which follows almost the same exact

pattern of behaviour as the velocity dependence of bearing frictions. This is called the

temporal Stribeck effect [319, p.1341].

Because the temperature-dependent friction is initially greater than the final

friction, the lubricant must first undergo a period of warming. The required

time is not merely a few minutes, but hours. The friction during this warming

period is almost universally greater than during steady operation. It is there-

fore important to investigate friction in the start-up, acceleration, warming and
28 . . . not to mention patience with his belts occasionally slipping off the spindle, and severe—even

catastrophic—wear of the bearings in some experiments!
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steady-state phases together. The results show not only the practicalities of

determining frictional behaviour, but also the effects of bearing load and the

importance of measurement accuracy.29

Stribeck shows that friction decreases exponentially with lubricant temperature (lowering

the fluid viscosity), which in turn increases exponentially with higher velocities and under

longer continuous operation. Steady state is typically only reached after about two hours’

continuous operation, at which point the friction levels out asymptotically. He also ob-

serves that the viscous friction is more noticeable with smaller bearing loads. Furthermore,

Stribeck shows that at low steady-state velocities, the friction decreases with increased

bearing load to some minimum, after which it rapidly climbs again [319, p.1345]:30

The experience, as strange as at first occurrence it may seem, elucidates

itself readily: when with increasing load the friction grows rapidly, this implies

that the lubricant thickness becomes less and less sufficient, preventing motion

between the spindle and bearing. The lubricant film becomes useless when not

enough of it enters the contact interface, yet because some does pass through the

interface, we can further conclude: with increased bearing loads, the necessary

velocity to draw sufficient lubricant into the interface that the bearing is fully

supported on a thick film may never be reached.

Importantly, Stribeck’s data shows that the transition from the static to the kinetic

and viscous friction régimes is in fact continuous, and that it occurs either over a very

small velocity range about standstill (unobservable in the macroscopic sense of the long-

term) or over a very lengthy period of time during steady-state operation (unobservable

in the microscopic sense of the short-term). This explains why other scientists, who had

concentrated on steady-state friction behaviour in short-term experiments, had completely

missed the transitory phenomenon describing this change in frictional behaviour at the start

and stop of motion. Stribeck notes [319, p.1345–1346]:31

Another important observation is expressed in that all the [friction versus

velocity] curves [comparing various bearing loads] originate at the same [static

friction] point. This shows that: the friction coefficient at rest is independent

of the bearing load—and, as immediately implied, also virtually independent of

the lubricant temperature.
29Translation by the author.
30Translation by the author.
31Translation by the author.
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For the [small] loads used in this experiment . . . the [static friction] agrees

with the friction measured at rest by Morin, who used small [interfacial] pres-

sures and little lubricant. In both cases this friction was determined at the point

that motion commenced, as well as by the extrapolated frictional behaviour at

very low speeds. When the spindle comes to rest under a load, the lubricant

is no longer fed [into the contact interface], and in fact is pressed out of it.

What remains of the lubricant is insufficient to prevent the effect of significant

friction when attempting to subsequently move the spindle again. The friction

at rest naturally must depend on the presence of lubrication, which is restored

only seconds after the spindle is again brought into motion. During the start-up

time, . . . the friction more or less regained its lower steady-state values.

Stribeck friction is sometimes colloquially called negative friction, because of this negative

dip in the friction versus velocity curve.

A. Tustin in 1947 [359] and Armstrong-Hélouvry in 1988 and 1990 [17, 18] both cite

this negative-going friction behaviour as forming the prerequisite for the phenomenon called

stick-slip friction, or simply stiction. Stick-slip friction is quite common in everyday life,

and is a direct result of the fact that the static friction between two surfaces nearly always

supercedes the kinetic friction. This seemingly paradoxical phenomenon is usually accom-

panied by a familiar shuddering, squeaking or squealing sound. Consider, for example: the

squeal of brake pads against a disc in an automobile or locomotive coming to a halt; the

squeak of a damp cloth on a freshly-cleaned windowpane; or the shudder of the plumb-

ing when the faucet is nearly turned off.32 This phenomenon often occurs in steady-state

systems which exhibit some degree of compliance (in the otherwise relatively stiff) mecha-

nism between the applied pressure and the relative action of the two bodies. It also occurs

in transient systems where the lubrosity of contact is changing, or when the velocity of

transition is changing.

Harmonic stick-slip is used to describe those situations where the compliance of surface

asperities is the main factor over a domain of rubbing speeds which varies depending on

the materials in question. The main reason these systems cause noise, which in turn is

caused by a relatively high-frequency and high-energy mechanical vibration, is because
32Frederic Palmer urges us to recall quod vide [252, p.334]:

• Did you ever tease your school teacher by the squeeks of your slate-pencil moved in a nearly normal
position across the slate?

• Did you ever hear the squeeks of a door, gate or blind rotated upon its hinges?

• Did you ever shudder at that awful noise made by an automobile as it skids to a sudden stop?

• Were you ever bothered by the “chatter” of tools in a lathe?
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even a small degree of mechanistic compliance, at small relative velocities, induces a stable

oscillation (limit cycle) between the states of static and kinetic friction. The frequency

of the sound is roughly proportional to the stiffness of the mechanism [47]. In the first

example of a locomotive, the mechanism which presses the brake pads against the disc

surface is very stiff, but not entirely rigid—yet even this slight flexibility is sufficient to

produce an annoying high-frequency noise, as when a railroad car comes to a halt. In the

window-wiping example, the noise is simply at a lower frequency, since the mechanism is

more flexible. In the plumbing example, the water itself has a very high (but finite) specific

stiffness, yet the pipes can be so long that the stiffness of the piping itself may come into

play; a very low-frequency shuddering is then produced, which can be predicted analytically.

Experience makes it fairly obvious that if such high-energy, state-transiting vibrations don’t

actually cause severe damage when allowed to cycle indefinitely (which at steady-state they

do), then certainly they’re a terrible nuisance to one’s aural comfort. In fact, with most

machines it is the other way around: the nuisance noise is a real symptom of potential

interfacial damage in its bearings [276].

Regular stick-slip describes a “shuddering” arising from the very sudden yet constantly

cyclic change from no movement to very small movement at the surface contact(s). Like

harmonic stick-slip, it is related to the difference between static and kinetic frictions; how-

ever, unlike harmonic stiction, regular stick-slip is connected with the plasticity of surface

asperities.

[Its] operation . . . has been described essentially as follows. The area of

actual contact is very small irrespective of the load, hence pressure and heat are

both concentrated in small areas [“hot spots”] rather than dispersed over the

apparent contact area. The local result is high load and high temperature. If

sliding takes place under these conditions the combination of high pressure and

high local temperature forms a weld which holds and prevents further sliding

until these is a force sufficient to break it and so to jerk one surface over the

other very quickly. Thus heat is generated and the cycle is repeated.

While the surfaces are at rest relative to each other, plastic deformation

occurs which allows the macroscopic irregularities of the particles to flow and

interlock. This welding and adhesion produces larger coefficients of friction than

would be obtained under the same conditions of load and surface smoothness at

higher velocities . [252]33

Regular stiction usually precedes harmonic stiction, which takes place as the velocity ap-
33The latter statement is cited by Palmer as quod vide [90].
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proaches the critical velocity, above which motion is once again smooth [252].

Research has revealed that the static friction is not constant, but in fact is a function

of dwell time, the time for which a frictional contact remains at rest between successive

periods of interfacial motion—the longer a contact is resting, the greater the static friction

(also called rising friction, since it asymptotically rises to some constant value); the shorter

the period of rest, the closer the static friction approaches the kinetic friction [15, 23, 67].34

When stick-slip occurs, the dwell time takes effect each period of interfacial rest, and this

dynamically changes the effective (or instantaneous) static friction. The result is another

form of cyclic excitation more irregular than, but similar to, the harmonic stick-slip occur-

ring at high velocities [276].

Irregular stick-slip is the most insidious variety, and is caused by partial and inconsis-

tent boundary lubrication over the contact area, and the lubricant composition (mainly the

presence of “third body” particulates worn off the interface surfaces). Because such sur-

face dynamics are beyond prediction, irregular stick-slip can cause—usually under extreme

conditions of interface pressure or length of continuous operation or inoperation—chaotic

frictional behaviour [269, 270]. This behaviour is easily mistaken for measurement noise in

machine measurements or controls, and is thus also the most confounding.

Up to Stribeck’s day, scientists held that friction remained constant under changing

velocities—

a statement to which authorities have clung like grim death for a hundred

and fifty years from the time of Coulomb (1785). Even to this day [1949] our

textbooks make this incorrect statement, perhaps because their authors have

not had time to sift the mass of conflicting opinion on this point and determine

how [Coulomb’s] Law should be restated more in accordance with the facts.

The chaos of conflicting opinion concerning the dependence of frictional force

upon speed can be given a semblance of order if the results are grouped according

to range of speed, as follows:

1. At very low speeds, frictional force increases with speed.

2. At medium speeds [25 mm/s to 30 cm/s], frictional force is nearly inde-

pendent of speed.

3. At high speeds, frictional force decreases with speed.

It is thought that the increase in speed in the high range may lower the

frictional force by causing the surfaces to separate from each other by a slight
34This phenomenon is described with much closer detail in section 2.1.1.2 on Rising Friction.
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amount, thus reducing the average of the molecular forces of attraction [or ad-

hesion]. [252]
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Figure 1.2: The static+ Stribeck + viscous friction model.

The Stribeck friction model, incorporating many of the salient effects of friction, is

shown in Figure 1.2. This figure represents the transition dynamic of Stribeck friction at

low speeds; the three régimes enumerated above refer to general behaviour whereas the

figure represents the localised phenomenon. The current state-of-the-art model is divided

into separate régimes of operation by velocity, and includes the effects described by the

classical model; it is presented in the next chapter with greater detail.

1.1.2 Backlash.

“Backlash” was coined around 1815, and is a compound word denoting a backward

lash (violent movement or reaction). In technical circles this has come to mean “the play
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between adjacent moveable parts (as in a series of gears),” or “the jar caused by this when

the parts are put into action.” [227] Basically, backlash contains a mechanical hysteresis

of the type commonly found in geared actuators and sensors, mechanisms employing lead

or ball screws, and the like. Gears and screws provide mechanical engineers with a very

useful means to adjust the ratio of applied force to resultant action and vice versa in

machine mechanisms; however, backlash can confound the accuracy of such operations.

The component of backlash more familiar to the layperson is gearplay, which many of us

are used to dealing with, for example, in the manual steering wheels of automobiles. The

less familiar component is that of the “gnashing” of gears when put into sudden motion.

1.1.2.1 What is Backlash?

As illustrated by its figurative and literal dictionary definitions, backlash is composed

of two salient features. In mechanical engineering terms these are mechanical hysteresis and

impact phenomena between two relatively hard surfaces coming into contact. These features

are both readily found in old-fashioned geartrains, where the gears fit loosely together and

are usually made of a hard metal. Modern geartrains may be made of plastics, which are

more pliant and thus impact with less power than do metals ones, and are also more likely

to be manufactured and fit together with smaller tolerances (and less freeplay). However,

friction and wear can reduce tolerances in any kind of gears and also the axial truth of their

spindles, potentially introducing appreciable backlash where originally it might have been

negligible. Contrary to friction, backlash is a phenomenon which is fairly well-understood,

and can be addressed, with varying degrees of detail, as either a simple deadband or a

deadband with impact dynamics, using the established mechanics theory.

1.1.2.2 The Classical Backlash Model.

The classical model takes the simpler view of backlash as plainly a deadband centred

about a shifted equilibrium. Notice this accounts for no transient impact dynamics, and

implicitly takes all impacts to be simply fully plastic. What is missing from this model is

of course the entire scope of any backlash whatsoever, in the true spirit of the definition.

However, in earlier times there was less of a need to account for the transient behaviour

in gears than in modern times. A diagramme of the classical model, following the same

reaction versus action format customarily used to graph the concept of friction, is given

in Figure 1.3 on the following page. Note that the slopes and deadbands may differ on

either “side” of the nonlinearity due to gearing.

The predominant reasons for this simplification are two-fold: firstly, for the most part,

large industrial machines (with relatively large tolerances) which ran at steady state never
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Figure 1.3: The classical deadband backlash model.

reversed direction as an integral part of their usual operation; secondly, smaller machines

(such as the famous Swiss pocket watches) had tiny gears with almost no mass, and thus

transferred very little impact energy to other gears (watch gears in particular were also

lightly spring-loaded to prevent hysteresis). In short, there was originally no pressing need

to model the impact dynamics, nor was it a well-understood phenomenon at the time.

The classical backlash model is widely developed in the control theory, and impact too

has received plenty of attention from the robotics community (many references are given

in section 1.2.3 on Research Trends in Backlash). However, very few people have modeled

both effects together. Current industry specifications demand a more detailed model than

those previously used.



22

1.1.2.3 The Modern Backlash Model.

Modern machines require greater precision than those a century ago, and the tighter

tolerances in their mechanisms are an ongoing challenge to machine technology. Both

dynamic aspects of backlash—deadband and impact—have, over time, become significant

contributors to machine imprecision, as manufacturing technology now fights to keep up

with industry-demanded tolerances. A complete backlash model will include the rigid,

multibody, near-elastic impact dynamics in conjunction with the deadband.

Impact between two rigid bodies made of, for example, hard metals, will result in

transient vibrations. Lower-frequency vibrations of the mechanism will result in structural

positioning errors, whereas higher-frequency vibrations of the components will result in

punctuated acoustic emissions. Since the noises caused by backlash are in and of them-

selves usually not any real hindrance to the usefulness of the machine—nor to its posi-

tioning precision—normally only the structural vibrations are considered; but since they

constitute a finite part of the energy exchanged during impact, the assumption of purely

elastic collision is not exactly correct when the acoustic component is ignored. Fortunately,

the acoustic energy produced is under most circumstances relatively small compared with

the structural component of vibration, so measuring the collision as purely viscoelastic is a

fair approximation for many near-elastic materials.

The modern model may be represented as in Figure 1.4 on the next page. The transient

vibrations demonstrate the effect of impact after the deadband is traversed when there is

substantial compliance in the mechanism. The source of compliance can be due to either

to distributed mechanical compliance(s) or co-located material elasticity in the backlash

components. The various characteristics of the model will be discussed in detail in the

following chapter.

1.1.3 Compliance.

Compliance denotes “the ability of an object to yield elastically when subjected to a

force.” [227] Like backlash, it is a compound word formed circa 1647 from the 14th-century

word pliant (like the modern plastic) and the prefix com-, which connotes a compounded

effect. Compliance is thus an intrinsic property allowing an object to be elastic, and in this

sense is synonymous with elasticity.35

35Selection of the terminology to describe this concept in this thesis involved some other factors. The word
“elastic” appears in the title to flag computerised search engines, since “compliance” by itself has figurative
as well as literal meaning as in engineering. Technically, “elastic” by itself would have been a more accurate
choice than “compliance”; however, this was avoided since “elasticity” refers to a whole different field of
continuum mechanics engineering which could potentially have obscured the simple element of elasticity
presented here.
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Figure 1.4: The deadband + impact backlash model.

1.1.3.1 What is Compliance?

Compliance is the manifestation of elasticity in solid, flexible bodies. Research in

compliance extends some hundreds of years. Galileo Galilei (scientist extraordinaire, 1564–

1642) first documented the “resistance” of solids in 1638 [135].36 Robert Hooke (physicist,

1635–1703) in 1660 discovered the proportionality of stress and strain, “that is, the power of

any spring is in the same proportion with the tension thereof.” [160]37 This statement is now

known as Hooke’s Law [215, p.2]. The question of elasticity was visited by several famous

physicists and mathematicians, including Claude Navier (mathematician, 1785–1836), Leon-

hard Euler (mathematician, 1707–1783), Charles Augustin Coulomb (experimental physi-
36Quod vide [215, p.1].
37Hooke made his discovery at the age of 25 in 1660 but did not publish it for another sixteen years

[215, p.2]. His modesty caused him also to miss the fame associated with Newton’s inverse-square law of
gravitational attraction, which Hooke, to no avail, claimed to have discovered himself earlier [57, p.68].
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cist, 1736–1806), Thomas Young (scientist, 1773–1829), the Bernoullis (mathematicians,

1700s), Siméon-Denis Poisson (mathematician, 1781–1840), Augustin-Louis Cauchy (math-

ematician, 1789–1857), Gustav Kirchhoff (physicist, 1824–1887), Heinrich Rudolf Hertz (en-

gineer cum physicist, 1857–1894), and Lord Rayleigh (née John William Strutt, physicist,

1842–1919) [215, Introduction].

E. A. H. Love gives an excellent and detailed historical survey of all accounts in his

book, A Treatise on the Mathematical Theory of Elasticity [215].

1.1.3.2 The Classical Compliance Model.

x = relative

f

x

f = spring force

displacement

(stiffness)

¦OLQHDU§
UHJLRQ

Figure 1.5: The classical fundamental mode compliance approximation.

The classical compliance model, characterised by Hooke’s Law, relates the strain of a

flexible body to its stress. It is recognised that this is only true for a limited amount of

strain, after which permanent, plastic or yield deformation will occur; however, within this
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region the static compliance is linearly proportional to the force or torque applied to the

body. A sketch of the classical model is shown in Figure 1.5 on the preceding page. This

figure shows the effect with spring which is stretched to the edge of its elastic range, after

which the additional force necessary to produce plastic deformation becomes apparent.

Other possibilities also exist, for example, springs which deform substantially with little

increase in applied force after some critical amount of stretch. In either case, the point

is merely to recognise that the spring force cannot be assumed to remain linear beyond a

reasonable range of compliant motion.

The classical model, which is a good approximation for limited strains and strain rates,

is the type found in W. Voigt’s (physicist, 1850–1919) classical second-order viscoelastically-

damped system. The spring constant k describing Hooke’s Law is typically determined via

a mild static loading experiment.

1.1.3.3 The Modern Compliance Model.

A revised model is needed to address compliance in dynamic systems. Hooke’s classical

spring constant for a flexible body has the limitations that:

• it is accurate only under static conditions; and

• it is only valid for small strains and strain rates.

A complete model will include the nonlinear regions of compliance when vibrations are

high in amplitude or dynamic in frequency. What the classical model describes is the

fundamental mode shape and frequency of the compliant structure in question.

Extending the classical model to include dynamic contributions from higher structural

modes is natural, and is encapsulated by the normal mode summation theory. This theory

presumes that since each structural mode can be treated as distinct under harmonic excita-

tion, the observed structural shape under vibration at any instant in time can be expressed

as a weighed linear summation of the mode shapes. This theory assumes, however, that the

internal damping of the structure is minimal, an imposition which with further development

of the theory was at best relaxed only so far as to state that the method is approximate

when the damping increases with increasing modal frequency. This does not pose a severe

limitation on the applicability of modal summation, however, particularly when consider-

ing the fact that, when compared with a nonlinear vibrational model, it is usually more

easily implementable in real-time systems. Modal summation extends Hooke’s Law into

the domain of dynamic excitation, whilst retaining the simplicity of the classical formula:

instead of a single second-order equation of motion there are now n equations, where n
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Figure 1.6: Summed modal compliance approximation.

may be truncated at a finite mode number appropriate to the problem at hand (recall that

typically the damping increases with every mode).

Modal summation, however, still has limitations when there are large excitation ampli-

tudes acting on the structure, when the modal frequencies are closely-spaced in the natural

spectrum of the structure, or when damping couples the modes.38 To treat this potential

problem and thereby further generalise the summation theory, one may consider replacing

the linear sum of n linear second-order equations with a linear sum of n nonlinear second-

order equations. Because the modal coupling will always be via the system damping (since

this is the only effective “cross-term” in the second-order mathematical rendition), allow-

ing the damping term to be nonlinear will allow the rest of the equation to be effectively
38Damping will couple the modes when there is much of it, because damping “spreads” out each modal

peak in the structure’s spectrum.
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linearised. This manipulation is disclosed in detail in the next chapter.

The modern nonlinear compliance model may thus be viewed as a linear summation

over nonlinear mode shapes which depend on relatively static variables, for example the

excitation amplitude at a given frequency. In other words, the harmonic vibration of a

conservative structure may be approximated reasonably well by a linear n-degree-of-freedom

system of nonlinear vibrational modes. The nonlinearity is encompassed by a nonlinear

spring constant for each mode, which can be fully characterised by a simple function of

excitation frequency and amplitude.

A graphic representation of the nonlinear, dynamic compliance model is shown in

Figure 1.6 on the page before. The total compliance is a weighed summation of one or more

of the nonlinear mode shapes of the structure at any given point in time.39

1.1.4 Motivation for the Study of Friction, Backlash and Compliance.

As discussed at the outset, the study of these three basic nonlinearities is chiefly mo-

tivated by the fact that arbitrary combinations of these effects nearly span the gamut of

observed behaviour in almost any machine transmission, particularly in the sense of nonlin-

ear disturbances on machine control. Commonly, the mathematical descriptions of machine

dynamics are linearised to facilitate the dynamic analysis and control design; in such cases

there will almost always be some observable, if not downright unacceptable, levels of non-

linearity caused by friction, backlash and/or compliance. Even in nonlinear systems design,

unmodeled, higher-order effects can sufficiently corrupt the desired actions of a machine

when the nonlinearity descriptions are mathematically simplified. So in some cases, it is

necessary to have a detailed understanding and commensurate model of these basic nonlin-

earities. As the desired precision of machines is pushed closer towards the boundaries of our

design and manufacturing capabilities, for example as in Microelectromechanical Systems

(MEMS) design and manufacture, or so-called agile and flexible manufacturing stations, as

well as standard machine tools, a better understanding of transmission nonlinearity will be

crucial to successful high tolerancing of consumer and industrial products, and hence, the

quality and economy of those products.

Further study of these three basic nonlinear phenomena is necessary, and can be facili-

tated by experimentation on a test bed designed to introduce precisely-quantified combina-

tions of backlash, stiction and compliance to the drive-train system. In particular, research

into the effects of combined, rather than individually-isolated, drive train nonlinearities is

warranted.
39It will be shown in the theory that these weights relate to the natural frequencies and frequency of

excitation of the system.
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1.1.4.1 Understanding Friction.

On a fundamental level, scientists are simply curious to explain the precise phenomena

associated with friction—it is still not fully understood, and there remain competing theories

of its mechanism on the microscopic scale. Diverse applications of friction control also

abound for the general benefit of humanity, for example, as with friction-motivated studies

of seismic damage prevention [203]. Friction causes wear in machine joints, severely reducing

any machine’s useful lifespan [276]. And friction also causes a good deal of the economy

to be lost to it in the form of dissipated (and unrecovered) heat loss. This revelation of

the economic detriment associated with friction (and hence, wear) provided a particularly

tangible motivation for industry to invest and expand study in the fields of tribology and

lubrication at the turn of this century; in 1907, former American Society of Mechanical

Engineers president Robert H. Thurston proclaimed:

It is readily seen that in all well-designed machinery friction is the sole cause

of lost work. The other possible cause, the permanent deformation of parts,

cannot in such cases exist: every piece which is altered in shape by the forces re-

ceived and transmitted, since it is never sprung beyond the elastic limit, restores

by its restoration of form all energy expended in its alteration. Hence, the study

of the methods and magnitudes of friction losses, and the laws governing their

production, is, next to the theory of pure mechanism, the most important study

in relation to the transmission [and “waste”] of energy by machinery. [347, pref-

ace]

Increased modern demands on machine tooling precision is currently motivating renewed

interest in the control of friciton in machines.

1.1.4.2 Understanding Backlash.

Often, the impact is overlooked in machine design and control, with unhappy

results. Typical sources of impact include: clearance between cams and follow-

ers; backlash or bearing clearances in mechanisms undergoing force or motion

reversal; and mechanisms with components having large relative velocities.

The study and control of impact phenomena is especially important for ma-

chine designers, since: first all the major stresses in mechanical systems arise

as a consequence of impact, and many serious machine failures are generated

when impact forces are not properly recognised and controlled;40 secondly, use-
40Gear tooth failure (complete or near-complete shearing) will result in a sudden and highly significant

increase in backlash, further compromising the mechanism accuracy and possibly causing damage to the
machine as a whole.
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ful short-duration effects, such as high stresses, rapid dissipation of energy, fast

acceleration and deceleration, can be achieved from low energy sources by con-

trolling the impact of bodies at low force levels. [349, p.85]

Better precision, accuracy, speed and agility are demanded of modern machines. The

range of precision currently demanded certainly approaches, and sometimes even exceeds,

the composite precision of available mechanism components, requiring either a design mod-

ification or a special control strategy. The traditional deadband model of backlash fails to

address the full issue, so a more complete model must be brought to light.

1.1.4.3 Understanding Compliance.

Most of the time structures built by humans or nature have so many mech-

anisms built in for dissipating vibrational energy, that the presence of extrane-

ously excited vibrations is rarely noticed. It is for this reason that the need for

damping is often not recognized; it has been there often enough to get us out of

trouble nearly all the time. Nowadays, as we continue to build ever more effi-

cient and economical structures for various purposes and increase the demands

we place on these structures, we also tend to eliminate many of the sources

of damping which, though without full recognition, helped such structures to

survive their service environments in the past. [236, p.45]

Modern machine tools operate at higher cutting speeds and feed rates to improve

productivity. [24, 243] Vibrations at the cutting edge of the tool can cause chatter and

may indicate tool damage. Under such situations, especially in high production operations,

identification and control of tool compliance can help prevent “catastrophic” failure, and

improve workpiece quality during normal operation. Assuming that machine vibrations are

intrinsically dissipated is obviously imprudent.

1.2 Current Trends in Nonlinear Drive Research.

There is a vast literature on friction especially: the number of journal papers and

proceedings presentations add into the thousands world-wide on the subject of friction.

Compliance commands a well-understood theory and only in the nonlinear sense of com-

pliance is research by mechanics experts still quietly active. In great contrast, on backlash

there are far fewer articles, and many of these are on the subject of hysteresis models by

mathematicians, exempli gratia [218]; application of backlash identification and control has

remained the domain of relatively few investigators. Despite these dedicated efforts, how-

ever, a truly comprehensive look at friction or backlash in compliant systems, or backlash
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in frictional systems, has been the study of merely a handful of researchers and articles

world-wide, if that. This study appears to be one of the very few seeking to address all

three nonlinearities together.

1.2.1 Shortcomings in Current Research and Technology.

Whereas multibody dynamics, including those of impact as in backlash, are fairly

well understood, as are vibrational studies associated with compliance, even at this point

in time, scientists are only beginning to better understand the actual mechanisms of fric-

tion. Friction, however, acts and reacts intimately with the two other basic nonlinearities

as manifested in machine mechanisms large and small. So this lack of understanding is

one of the current technological shortcomings. Meanwhile, the urge to smooth over these

nonlinearities is not uncommon, and much research effort has been devoted to less than

adequate approximations of real system behaviour—nonlinearities are a messy subject! Of

course, nonlinearities present mathematical complications and difficulties which make them

less convenient and tractable than one might like them to be, so more concerted effort is also

required to deal with them. This takes time, and only recently have positive results begun

to emerge in the literature in terms of fully nonlinear simulation and control of friction,

backlash and/or compliance.

Other shortcomings on social, political and economic levels also exist due to the social

construct of science, in some cases hindering the progression of scientific research. Though

these variables are of a less technical domain, their effect on the dynamics of conducting

research is considerable, if not dominating. These effects would include, for example, the

industrial mindset of the American marketplace, which is only recently transiting from

quantity-oriented to quality-oriented consumer goods production. Government and indus-

trial sponsorship of certain research programmes also plays into the equation of which

scientists where are funded to perform what kind of study, and so on. [322]

1.2.1.1 Social, Economic and Political Factors.

Prior to the popularity of the World Wide Web, the information available, and the

ability to coordinate it, must have been more manageable than today: the sheer population

of available articles on friction, backlash and compliance, made retrievable through world-

wide digital networks connecting every university and research institution, has opened the

proverbial floodgates enough to overwhelm even the most focused researcher. The knowl-

edge that other workers half the world over might potentially be conducting concurrent

experiments was previously restricted by the few publications dedicated to the field; yet,

even the selection of which publication to use for the dissemination of results seems in many
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cases to be a political decision as well as a practical one. The landscape of scientific research

and remote collaboration has started to change rapidly for the better in recent years, yet

there is still the shadow of sparse collaboration and organisation only slowly now drifting

away, leaving its (date)mark on the works of researchers prior to the past decade. There

now exists an incredible dead weight of literature from the world over, only some of which

is particularly insightful or useful, yet all of which must be sifted through, like grading

different qualities of ore from within mounds and mounds of earth. I cannot imagine any

colleagues on this cusp of the information age who haven’t had to grapple with this issue,

and certainly the field of drive nonlinearity has suffered a similar history over the years.

Another perspective on the problem makes it apparent that the top-heaviness of the

friction literature classifies the dominant scope of interest. In some cases, backlash and

compliance are considered design problems best remedied by direct-drive servomotors and

stiffer robotic linkages. Friction too may turn this way with the high-tech hope of a perfect

dry surface lubricant to emerge sometime in the future. This is largely a philosophical

issue, as the simpler and cheaper mechanical systems will surely always remain in use and

exhibit some degree of these basic nonlinearities. In the case of the predominant status of

machine tools in use, answering the question of arbitrary combinations of friction, backlash

and compliance in terms of a software-implementable solution may well be the smartest

choice given its relative economy, as well as being the most pragmatic option the machine

shop floor manager can implement, and this question is the main motivation inspiring this

thesis.

A further obstacle to integrating the world’s knowledge on these subjects continues to

be the ubiquitous language barrier. This is especially pertinent to those leading research

and development in the area of machine tools: the United States, France, Germany and

Japan—the world’s major industrial powers. To our advantage in the U.S. and the U.K.

(England was the home of the industrial revolution, and presently is also leading industrial

research, particularly with a mechatronic bent—as is Australia for that matter), we speak

the accepted international language of science as natives. However, primarily for reasons of

culture and economic competition, it seems France, Germany and Japan, in that order of

predilection, publish a significant level of scientific work in their own native tongues. Most

engineers in those countries know English fluently, yet conversely, most native speakers of

English are unilingual, placing England and America at a potential disadvantage. Dupli-

cated efforts across the oceans have been known to occur, and in the field of research on

drive nonlinearities it is no different. Restriction of importation and exportation of high

technology are traditional tools of economic protectionism and imperialist isolationism, and

further stifle the free trade of scientific progress. Fortunately, new technological freedoms
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and abilities to communicate across the globe are beginning to overturn this norm, promot-

ing new opportunities for international collaboration [163]. Researchers in the U.S. who

are leading current domestic work on machine tools are predominantly bilingual, and many

have strong contacts with other researchers in Europe and Asia working on similar efforts,

in part made possible by modern communications technology. Because the research requires

interdisciplinary effort, such communication is very salutary. [361]

1.2.1.2 Scientific Factors.

Limitations in engineering technology are requiring a deeper understanding of how to

control drive nonlinearity to obtain better engineering precisions. Even da Vinci recognised

the importance of frictional wear, for example, in terms of precision:

It is impossible to give or make anything of any absolute exactness, for if

you desire to make a perfect circle of the movement of one of the points of

the compass, and you admit or confirm . . namely that in the course of long

movement this point tends to become worn away, it is necessary to concede

that if the whole [of the point] be consumed in a whole of a certain space of

time, the part will be consumed in the part of this time, and that the indivisible

[microscopic] in the indivisible [infinitesimal] time may give a beginning to such

consumption.

And thus the opposite point of these compasses which turns in itself over

the centre of this circle, at every stage of movement is in process of being itself

consumed and of consuming the place on which it rests; whence we may say that

the end of the circle is not joined with its beginning, rather the end of such line

is some imperceptible part nearer towards the centre of such circle. [217, p.601]41

Understanding friction can certainly aid us to compensate for the imprecisions and inaccu-

racies of machines requiring higher tolerances.

Stribeck, in concert with da Vinci, remarked how repeated experimentation and the

associated bearing wear introduced conflicting data in his investigations [319, p.1346]:

In experiments where the friction would otherwise be constant, increasing

lubricant temperature caused the friction to rise, not fall. . . This does not

agree with the previous experiments, as evidenced, . . but suggests that it is
41Quod vide Forster Bequest Manuscripts II 133 r. and 132 v. What da Vinci is trying to say here is that

the frictional wear of the pencil inevitably leads to the enscription of what is truly a spiral in the correct,
microscopic sense, although by macroscopic observation the ends appear to join exactly and form a complete
circle.
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caused by the repeated wear and cycling between active use and disuse of the

bearings.

[For this reason] I suggest that each experiment be carried out twice at most,

possibly thrice. Repetition of experiments at moderate and high speeds verified

the traditional observation that at low speeds, friction only agrees qualitatively

with its original measurement.42

He clearly observed that frictional detritus and the marring of surfaces through extensive

use both contributed significantly to the measurement of friction. Thus friction increases

over the lifetime of a machine clearly indicate the likelihood of wear in the bearings. This is

just one component of the current interest to use friction in monitoring a machine’s health

over its useful lifetime.

1.2.2 Trends in Friction Research.

What then, about friction? The answer is that in spite of both classical

studies and recent advances there is hardly a single phase of the subject which is

not still in the controversial stage. Authorities are in general agreement as to the

nature of heat, the dual character of light, x-rays, radioactivity, and relativity—

all topics of comparitively recent origin—but there is no such agreement with

regard to friction. [253, p.342]

Though this was written in 1949, recent investigation has reconfirmed, with some

chagrin, the fact that friction at low velocities can not be accurately modeled as a constant

parameter, much less a consistent one. Friction is known to depend on a variety of specifiable

influences at the contact interface, including pressure, geometry, temperature, lubrosity,

material, transition velocity, lubricating fluid composition, and even the history of prior

frictional behaviour at a given point, over time [23]. These factors, each of which may

produce a unique or tandem behavioural contribution to the macroscopic interfacial friction,

make it very difficult to formulate a comprehensive description to account for all possible

friction conditions, even given a very specific machine with specific characteristics.43 The

extent of the problem is critical, and the interdisciplinary component of friction research is

particularly evident in a criticism by K. C. Ludema of the University of Michigan:

The lack of good models is surely the result of the complicated nature of

friction and wear, but little has been done to plot a rational course through the

complexity. [216, p.1]
42Translation by the author.
43Researchers who continue to oversimplify the problem of friction may find themselves without any useful

applications of their solutions to real machines!
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Understanding of friction and wear is a daunting endeavor also because of the

great number of variables that influence friction and wear rate. [For example,]

equations for wear in lubricated sliding would include variables from: [216, p.2]

• hydrodynamics, which are mostly those of fluid mechanics plus methods

for describing surface topography and contact area;

• contact mechanics, mostly from linear elasticity, sometimes from plasticity

but seldom from visco-elasticity;

• materials engineering, relating to (quasi-static) substrate material proper-

ties and failure mechanisms, occasionally including fatigue properties;

• chemistry, relating to the function of active chemical species in lubricants.

The point that four different disciplines are active in research is reassuring, but

there surely is separation of thought when such distinct disciplines work in the

same field.

Friction research continues to evolve within numerous, separate subcategories of spe-

cialised research: lubrication theory, material surface science, (nano-)tribology, wear mod-

eling, friction modeling, and control systems theory. In the vast sea of available literature

on these subjects, certain researchers and research institutions are nonetheless distinct con-

tributors to the field. It is worthwhile to mention that the majority of friction research

(published in English, anyway) is happening in the United States, England, and Japan,

with strong contributions from Poland, Italy and Taiwan. The first three are major multi-

national corporate nations, and the latter, while also major industrialised nations, are

particularly major machine tool manufacturing nations.

Friction is well-studied in the literature, and is an effect present to a significant degree

in mechanical positioning systems; it is more pronounced in the slowly-moving and discrete

position movement or cycling inherent to the smaller, more flexible machine tools currently

being developed, and is therefore of particular interest. Traditionally, a dithered control

signal is used to provide a mean system excitation greater than the static friction threshold.

Adaptive strategies have also been implemented for stiction, but not in conjunction with

other non-linearities.

1.2.2.1 Transdisciplinary Trends in Machine Lubrication,

Material Surface Science, Nanotribology and Wear Modeling.

In lubrication, among those spearheading a new understanding of various imperial ob-

servations of frictional behaviour on the microscopic scale in light of fluid mechanics, is Ja-

cob N. Isrælachvili [175]. Very recently, our own John Tichy at Rensselær, collaborating with
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his graduate research assistant, has furthered an understanding of friction and lubrication

based closely on Isrælachvili’s results [176]. Bernard Friedland of the New Jersey Institute

of Technology (NJIT) has also been contributing to the lubrication theory for some time,

especially in conjunction with his colleague (previously also with the NJIT), Young-Jin Park

of the Korea Advanced Institute of Science and Technology (KAIST) [14,129–131,153,155].

The same can be said of Andres Soom and his associate Andreas A. Polycarpou from the

State University of Buffalo in New York [158, 266, 267]. R. Bell and M. Burdekin in Eng-

land together helped pioneer the field, and continue to do so [38, 39]. In Japan, Shinobu

Kato of the Fukui Institute of Technology has also long been active and continues to con-

tribute [184, 223, 224].

Various specialists have been leading to a better understanding of effects like bearing

stiffness (normal force) influence on stiction [204,345], electrical dependence of stiction [296],

sliding friction [196,259], environmental dependencies of friction [191], boundary lubrication

[43,159,194,195], dry lubrication [324], and other surface and lubrication phenomena [3,40,

228, 274, 382].

Recent major conferences covering lubrication aspects of friction include:

• the 1995 (June) NATO Advanced Research Workshop, hosted by the NATO in Trieste,

Italy;

• the 1995 (August) Workshop on Physics and Chemistry Mechanics of Tribology,

hosted by the ACS in Bar Harbor, Maine;

• the 1996 (June) NATO Advanced Study Institute, hosted by the NATO in Sesimbra,

Portugal.

1.2.2.2 Trends in Macroscopic Friction Modeling.

Because of the numerous variables present in modeling friction, the literatures sug-

gests a number of approaches to ease the scope of the problem. Chief among them are

dimensional analysis [18,20] and reduction (parameter “lumping”, usually via perturbation

methods) [156]; modeling of individual frictional “régimes” split across one or two salient

variables like interfacial velocity [165]; problem reduction by informed mechanical redesign;

and comprehensive comparative analysis of the individual and combined contributions of

the various influential variables and subsequent model simplification [23]. Brian Feeny, a

colleague of Clarke J. Radcliffe, both at Michigan State University, has recently received

funding from the National Science Foundation (NSF) to develop nonlinear modeling and

extend an understanding of friction to undergraduates in the classroom [113, 114, 208].

F. Pfeifffer of the Technische UniversitätndashMünchen (Germany) has modeled multibody
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friction dynamics, most recently multicontact stick-slip friction [260]. Finally, the pioneer-

ing efforts of Ernest Rabinowicz [275,276], F. P. Bowden and David Tabor [47,48], must be

duly recognised, because they wrote the first enduring texts to help found the field. Bowden

has been active in the field since the late 1930s, and Rabinowicz and Tabor since the ’50s.

Proceedings of two major recent conferences on friction modeling present the contri-

butions of numerous other scientists:

• the 1994 (September) Second International Symposium on Contact Mechanics in

Carry-le-Rouet, France, published by Plenum Press [279]; and

• the 1995 (September) Biennial Conference on Mechanical Vibration and Noise, hosted

by the ASME in Boston [74].

Various research is ongoing towards a better understanding of the chaotic behaviour of

stick-slip friction [112, 115, 116, 150, 268–270, 370], the dynamic boundaries and stability of

stick-slip friction [1,16,30,41,42,54,55,149,164,179,180,193,209,232,278,283,284,287,288,

291, 302, 353, 360,363, 364, 379], dwell-time effect on “rising” static friction and subsequent

stick-slip cycling [140, 285], multibody stiction [327], and computer simulation of friction

[183, 330].

1.2.2.3 Trends Towards the Controllability of Friction.

In control systems, Brian Armstrong-Hélouvry of the University of Wisconsin at Mil-

waukee has notably contributed his long-standing experience by bridging for controls re-

searchers the current germane elements from the tribology and lubrication fields [19]. With

two close associates, well-known in their own rights, he recently generated a comprehensive

survey on the subject of friction [23], touching upon all important aspects. He also con-

tinues to make important individual contributions [17, 18, 21, 22]. Carlos Canudas de Wit

of the Laboratoire d’Automatique de l’École Polytechnique à Grenoble, a collaborator on

the survey with Armstrong-Hélouvry, has since provided an improved, simpler model than

that suggested by Armstrong-Hélouvry which nonetheless captures all the important dy-

namics. His model, developed in association with Karl Johan Åström of Lund University

(well-known for his contributions to adaptive control theory), forms the basis of the model

used at the foundation of the work presented herein [58–62]. Pierre E. Dupont of Boston

University has worked on models of boundary lubrication in friction, and volunteered meth-

ods to aid in its controllability, in addition to assisting on the landmark survey paper with

Armstrong-Hélouvry and Canudas de Wit [98–105].

Other detailed surveys are given, among others, by Naomi Elizabeth Ehrich-Leonard’s

1991 Master’s Thesis at the University of Maryland at College Park [106], and also by
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J. A. C. Martins and J. T. Oden at the University of Texas at Austin [222, 244]. Friedland

and Park have contributed a simultaneous friction-and-velocity observer [131], recently im-

proved by Tafazoli et alii [328]. Clarke J. Radcliffe of the Michigan State University, and his

previous graduate Steve C. Southward, now with the Lord Corporation in North Carolina,

have contributed for some time to stick-slip modeling and control [277, 312], a tradition

continued by Feeny. Masayoshi Tomizuka of the University of California at Berkeley has

also long been working on controls against friction. His work is discussed in the context of

“Trends in Machine Tool Research” in section 1.2.7.

Hundreds of other papers in friction control exist, and are all but ubiquitous: again,

their sheer number precludes individual recognition here—the reader is kindly referred to

the bibliography for a comprehensive listing. Of particular noteworthiness, however, are

recent, major conferences with sessions specifically devoted to friction. These include, in

chronological order:

• the 1993 (June) American Controls Conference, hosted by the American Controls

Council in San Fransisco [11];

• the 1995 (June) American Controls Conference, hosted by the American Controls

Council in Seattle [12];

• the 1995 (December) International Conf. on Decision and Control, hosted by the

IEEE in New Orleans [172];

• the 1996 (April) International Conf. on Robotics and Automation, hosted by the

IEEE in Minneapolis [174];

• the 1996 (September) International Conf. on Control Applications, hosted by the

IEEE in Dearborn, Michigan [173].

These conferences cover all aspects of friction control currently researched.

Many journal articles and books also exist, marking input from many other researchers

worldwide. These cover a wide range of applications like proportional + derivative (PD)

control [2,376], proportional+integral+derivative (PID) control [2], fuzzy logic control [178],

neural network control [202], hybrid fuzzy-neuro control [186], pseudo-derivative feedback

(PDF) control [162], robust control [2,6,46,59,95], sliding mode control [205,229], adaptive

control [10, 26, 107, 187, 239, 241, 248], hybrid analogue/digital control [28, 125, 152], evo-

lutionary (genetic-algorithm) control [178, 188, 189], and (on-line) numerical simulation of

friction for model-reference control [139, 185].
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1.2.3 Trends in Backlash Research.

Backlash is a highly nonlinear effect, and has the ability to excite high-order modes

in a drive train, unlike compliance or friction; with the aforementioned present, drive con-

trollability is further undermined. A number of hysteresis models have been presented

for approximating backlash, but further study is advised [218]. Control strategies such as

dithering have been applied with some success many years ago [126,127], but relatively few

researchers have pursued a better understanding of mechanical backlash over recent years.

Recently, a state-of-the-art controls perspective was published in book form by the two

main researchers in the field, Gang Tao of the University of Virginia and Petar V. Kokotović

of the Center for Control Engineering and Computation at the University of California at

Santa Barbara [333]. This work is based on numerous articles and proceedings of theirs

over the past decade or so, an almost obscene number of which were printed in a small

concentration of journals in 1995 alone [331,334–341,348]. Particularly revealing is the ob-

servation that the titles for this flurry of articles are almost identical except for the random

exchange of the key terms, backlash, dead-zone and hysteresis. This casual terminological

exhange betrays, in spite of the their great efforts, the consistent misrepresentation of back-

lash as a pure hysteresis or deadzone, as a convenient mathematical simplification necessary

to obtain a convenient system-theoretic representation of the phenomenon. Hopefully their

results will nonetheless retain some degree of usefulness in real systems, a standing question

since they provide not a single example in neither their papers nor text.

The importance of impact phenomena has in recently been exhorted by A. Tornambè

of Terza Università di Roma, who ignores the work of Tao and Kokotović completely in

his control design and simulations [349–351]; A. Tustin had emphasised the same even as

early as 1947 [358, 359]. One objective of this thesis is to resolve the applicability of the

algorithms developed by these researchers when used to control an actual system.

Other scientists have made valuable contributions to modeling and control of backlash

as well, in the areas of hysteresis modeling [218, 240, 255, 323], phase-plane analysis [250],

adaptive control [213,281,325,373], neural control [300], robotic reflexing [369,380], numer-

ical simulation of plastic collisions [316, 317], impact analysis [96, 97, 137,141, 154,206, 210],

and even the advantages of backlash in control mechanisms [247].

1.2.4 Trends in Compliance Research.

Of the three main drive nonlinearities, compliance is the simplest effect to model, and

in many cases can be lumped as a parameter within the system it affects; since rotating

cutting tools have limited torsional stiffness (especially in the case of miniaturised machine

tools), for example, drive-train compliance might be modeled in series with the compliance
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of the tool. Cutting-tool vibration is known to adversely affect the quality of the workpiece

as well as reduce the lifetime of its spindle bearings [51]. Machine tool feed drives are also

suspect of compliance, particularly during the rapid tooling of complex product designs,

where there is typically a good deal of back-and-forth cutting motion.

Tool compliance in conjunction with friction at the tool-workpiece interface is analo-

gous to the problems of flexible beams carrying payloads or following (frictional) contours,

or rigid elements linked by flexible joints. Hence the field of robotic research has much to

offer in the way of understanding compliance. [167–169, 190, 354,384]

Adaptive control strategies have been developed for the case where the drive-train

compliance is not known a priori or varies slowly with time [381]. S. Nicosia and P. Tomei

of the Seconda Università di Roma, for example, have developed a globally asymptotically

stable control law for robots with a single flexible joint [238], and other have followed

suit [219]. A more interesting case, however, arises when compliance is present in addition

to other non-linear effects.

Various researchers have contributed to compliance research [309,311], including mod-

eling [86,128,132–134,329], nonlinear compliance control [5,136,142,161,303,383], adaptive

control [35, 177].

1.2.5 Composite Models for Friction, Backlash and Compliance.

A small number of researchers have addressed the more prevalent problem of the three

basic drive nonlinearities acting in concert. Realistically speaking, though any one of the

nonlinearities described may by itself produce errors in a particular mechanism, it is likely

that some significant error from the other nonlinearities will also arise. Specialised mech-

anisms exist to mechanically limit the manifestation of certain nonlinearities, but this is

usually exchanged for an increase in one of the other confounding effects—redesign can

thus treat the problem in a limited fashion at best. The counterpart to this realisation

is that machines which are not specifically designed to mitigate certain nonlinearities may

have arbitrary combinations of friction, backlash and compliance never specified by the

manufacturer. Worse still, even machines with carefully specified nonlinear drive char-

acteristics will wear with regular use, causing a slow but steady drift from the designed

movement of its various mechanisms. For this reason it is particularly important to ex-

amine the combined effects of the three basic drive nonlinearities together, as well as their

characteristic behaviours when changing throughout the lifespan of the machine tool. The

contributions to this area by the literature, however, are as of yet minimal in comparison

with theories addressing only the “pure” nonlinearities. Furthermore, there exists almost

no work attempting to describe all three of the basic nonlinearities in concert; most efforts
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in this direction model at most two of the three at once.

U. Shäfer and Gunther Brandenburg have devoted the past decade to the study of rigid

bodies with elastic and frictional transmissions [295]. Their work also includes an analysis,

without experimentation, of adaptive compensation for all three of the basic nonlinearities

[50]. K. Richter of the University of California at Berkeley, extending collaborative work

with F. Pfeiffer on multibody dynamics with elastic elements, generalises the results of

flexible beam control to include friction in the actuators [286]. A converse approach has

been taken by other researchers investigating the effect of a sudden impact on a slewing

flexible beam with friction in the spindle [65, 368].

The only recent attempts to study backlash in conjunction with friction, also the

culmination of years of effort, are by D. M. Gorinevsky et alii [144], N. Sepehri et alii

[301], and Jeong-Yul Jeon and Jong-Hwan Kim of the KAIST [178, 188, 189]. Masayoshi

Tomizuka of the University of California at Berkeley has devoted some effort to friction

control with backlash and saturation [197], predominantly in the context of machine tool

control (described in greater detail further on). Before this there was one important two-part

work on the same subject by A. Tustin in 1947 [358, 359] and another by K. N. Satyendra

in 1956 [293].

Backlash and compliance have recently been studied together in the context of a

slewing flexible beam with backlash in the spindle drive, by Nabil G. Chalhoub and Xiaoying

Zhang [64]. They assume, since the backlash in their mechanism is relatively stiff compared

to the compliance, that the elastic impact effect is ignorable.

Very recently, the AGNC Corp., a U.S. defence contractor, examined fuzzy control of

a flexible system with friction and backlash [212].

To use these models on-line, it is necessary to provide the computer with an identifica-

tion and control structure which can be updated in real time. Because the composite non-

linear models are fairly complex, simple identification methods need to be exploited to make

system control viable. One of the currently “hot” topics in nonlinearity modeling is use of

the describing function method. This method is a hopeful candidate for on-line system iden-

tification of nonlinearities because it is well-understood and simple to implement. J. Tou and

P. M. Schultheiss in 1953 [352] and K. N. Satyendra in 1956 [293] were concerned with the

use of describing functions to model drive nonlinearities, and soon after him C. N. Shen and

his graduate research assistants at Rensselær as well [211,304–306]. Currently Ab́ılio Azenha

and J. A. Tenreiro Machado of the University of Porto [27], José A. Inaudi of the Univer-

sity of California at Berkeley [165,166], and Michæl Feldman of Technion-Isræl Institute of

Technology [52,117–119,121–123,145,146] are further developing this technique. Many oth-

ers have contributed to the describing function analysis of nonlinearities [50, 245, 295,307],
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but some researchers disagree, stating that describing functions are qualitatively useful, but

quantitatively incorrect [23]. One of the objectives of this thesis is to assess the potential

and accuracy of the describing method for a nonlinear drive system.

1.2.6 The Problem as it Pertains to Machine Tool Technology.

With the increased requirements imposed by higher levels of productivity

and increased automation, the demand for increasing accuracy and reliability

of products is becoming increasingly stringent. Innovations in manufacturing

technology have also been driven by demands to shorten production cycle time

and to maintain a consistently high level of product quality in an advanced

manufacturing environment. Since the manufacturing accuracy of the machine

tools and the accuracy of the finished workpieces are interconnected, no doubt,

the performance of a machine tool has a direct influence on the dimensional

[tolerance] of the finished workpiece. Therefore, enhancing the accuracy and

effectiveness of the machine tool is one of the key requirements for improving

product [quality]. [233, p.389]

The above statement was made by researchers investigating the unmodeled effect of

tooling error due to frictional heating at the tool-workpiece interface.44 Their conclusion,

however, is as applicable to any other source of machining error, including, of course, friction,

backlash and compliance. To wit:

Mechanical systems are distinguished from other controlled plants by several

significant nonlinearities such as static friction (stiction) [sic], Coulomb friction,

backlash and actuator saturation. Among these nonlinearities, the backlash may

be reduced at the expense of the increased stiction and Coulomb friction. The

actuator saturation primarily affect[s] the transient performance. Stiction may

cause . . . steady-state error, or limit cycle, near the reference position in the

linear control of [the] positioning system. [374, p.188]

To understand where the effects of friction, backlash, and compliance come into play

with machine tools, it is useful to describe the overall tooling function as a kinematic

interaction between the cutting tool and the workpiece. To produce a finished product by

cutting away material on the workpiece, the tool and workpiece must move relative to one

another, usually in a combination of many possible different directions, speeds, and mutual

configurations. Lathes, mills and the like all utilise either rotational or translational drive
44This is a subject currently under investigation here at Rensselær as well, by Andrew Yoder, working

with Richard Smith under the NSF Mechatronics in Machine Tools research initiative—quod vide [73, 378].
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mechanisms for the feeding and cutting of machine parts. The quality of the finished part

is directly related to the quality of the cut: better positioning of the workpiece results in

tighter specification tolerances [92]. Positioning and turning are accomplished through the

use of a variety drive-train mechanisms, such as gear reductors and lead screws; the more

flexible the machine tool, the more complex its drive trains become, and the more such non-

linear effects as backlash, stiction and compliance will compromise its tooling quality [225].

This is especially true of mini- and micro-machine tools currently under development for

use within the evolving small-scale computer-integrated manufacturing paradigm, whose

motions are so deft that these non-linearities more adversely affect them than their larger

industrial counterparts [66]. Mechanically-coupled drive-train mechanisms proliferate the

machine-tool industry, and are designed to move in various ways.

Traditional milling machines and drill presses have very large, heavy motors which

rotate the cutting tool at a specified speed with great stiffness. The stiffness is achieved

through a gearing mechanism, and the cutting tool and machine are designed to operate

at steady state (without any sudden change in cutting direction). The tool-workpiece

interaction is provided by moving a three-degree-of-freedom table to which the workpiece is

rigidly clamped, and a fourth degree of freedom is provided by the cutting tool, which can

usually be raised or lowered to meet with or withdraw from the workpiece’s cutting surface.

Because the cutting tool rotates unidirectionally at steady state, there is no backlash effect.

The frictional effect is easily overcome under open-loop control, because the motor is so

strong (massive and mechanically stiff). The only appreciable effect in the machine spindle

is compliance, which if found anywhere, will be in the twist of the cutting tool itself, not in

the machine spindle. In fact it is the table which is the real source of error. It is moved side-

to-side and up-and-down using lead screws attached to a rotating feed mechanism, which

traditionally were turned by hand, but nowadays are controlled by computerised motors,

which do the job faster and with better precision and accuracy.45 The feed motor, which

is usually much smaller than the spindle drive motor, must overcome significant friction to

move the table, particularly because the lead screws have a large contact area. The screws

also cause an appreciable amount of backlash when reversing the table direction, which

happens frequently during a typical production run. Lastly, there may be appreciable
45There is an unfortunate degree of confusion amongst engineers regarding the difference between the

meanings of “precision”, “repeatability” and “accuracy”. Precision denotes the resolution of a measurement,
specifically the smallest attainable fractional or relative uncertainty or sensitivity, whereas accuracy describes
the repeatability of a correct measurement, equivalently its statistical standard deviation [343]. Repeatability
by itself differs from accuracy in the sense that the standard deviation for both cases is small, although
accurate measurements have a mean which is close to the true value represented by the measurements,
whereas repeatable measurements may have a significant offset or drift in their mean value. Notice that the
precision of a machine can be very coarse while its accuracy may be very good, and vice-versa—hence the
importance of making the proper distinction.
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compliance in the screws as well, especially from torsional vibrations induced in the screws

when they are rotated at high velocity to move the table very quickly.

Traditional lathes have a similar operation and set of problems; the only difference is

that now it is the workpiece that is rotated on a spindle while the cutting tool is moved about

on the table. The number of degrees of freedom are very similar, if not equivalent. What

these traditional machines share is that the drive is always the stiff part of the machine,

and the table (or feed machanism, to be more exact) is the part causing all the problems in

workpiece quality. However, these types of machines exhibit something of a conundrum: to

decrease the backlash, tighter mechanisms are required, yet these introduce more friction;

conversely, decreasing the friction allows for more backlash. In general the machines are

fairly stiff, and their compliance relatively easy to control—so to reduce the problem of

transverse or torsional vibration in the cutting tool or feed screws, it is merely important

to provide a mechanism for measuring and modeling its presence, and to then compensate

for it.

In contrast to these heavy, dedicated traditional machines, current industry demands

for greater efficiency and production throughput have led to the development of what are

alternatively called “flexible machining” or “agile manufacturing” stations. [13] These are

machine tools with much more functionality, using dynamically interchangeable cutting

tools with many redundant degrees of freedom. Such machines are like a decoction of

many different traditional machine tools into one “super machine tool”. For example,

these machines often have the new ability to move both the cutting tool and worktable

simultaneously for increased cutting efficiency. However, the increased functionality and

speed comes at the cost of more nonlinearity, introduced precisely by those same benefits

gained. To wit: the increased agility of the machines requires more joints, each of which

introduces more friction and backlash; the links of the machine must be smaller or it cannot

move quickly, hence there is more compliance; the freedom of movement of the cutting tool

means it must operate from a smaller drive motor, thereby introducing another source of

compliance.

Furthermore, many of the new breed of machine tools are miniaturised versions of

their predecessors. [242] These are high-functionality robots the likes of which are used for

simultaneous, ultra-high-speed printed circuit board component placement and verification,

in vivo work on skeletal and bone implants in the surgical theatre, and microelectromechan-

ical systems (MEMS) development. Their smaller size makes them particularly susceptible

to the adverse effects of friction, backlash and compliance as they further approach the very

characteristic domains of those nonlinearities.

Because newer machine tools cannot meet their primary functional specifications with-
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out introducing these undesirable effects to some (usually significant) degree, they must

be compensated for using redesigned (nontraditional, usually mechatronic) components,

and/or via software compensation. This thesis compares both these potential solutions for

the problems as they pertain to machine tools.

1.2.7 Trends in Machine Tool Research.

Among those concentrating their energies in machine tool research specifically related

to drive nonlinearity, certain investigators stand out of the crowd. Shinobu Kato, who

has touched upon friction in many areas of research, considered stick-slip in the slideways

of a workpiece table in 1972 [184]. Masayoshi Tomizuka of the University of California

at Berkeley has shown the problems which friction can cause in machine tool contouring

accuracy under both low- and high-speed operation [326,356,357], and has developed pulse-

width modulated (PWM) control techniques to compensate for them [374,375]. Y. S. Tarng

and his associates at the National Taiwan Institute of Technology have since developed and

tested controllers for both the stiction [342] and backlash [182] problems individually as

found in a computerised numerically-controlled (CNC) drill press and lathe.

Other researchers are involved with a number of machine tool projects, including

control [8, 9, 53, 254], and manufacturing [33].

Some investigators are looking at mechatronic solutions to improve machine tool pre-

cision and accuracy. A discussion on this is given below, with reference material.

1.2.7.1 How are National Research Institutions

Addressing the Problem?

The National Science Foundation (NSF) has consistently addressed the issue of drive

nonlinearity in machine tools for decades. Many of the primary researchers in this field in

the United States have produced work in this area through specific funding by the NSF,

including Brian Armstrong-Hélouvry of the University of Wisonsin at Milwaukee and Brian

Feeny of the Michigan State University.

1.2.7.2 How is Rensselær Addressing the Problem?

The Rensselær Department of Mechanical Engineering, Aeronautical Engineering and

Mechanics (ME,AE & M) has funded this thesis through a Graduate Research Traineeship

from the National Science Foundation for Mechatronics is Machine Tool Research [73].

The initiative was first headed by Warren DeVries (who spent some time advising the

’Foundation after leaving Rensselær), and is now being completed under the directive of

Principal Investigator C. James Li.
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The ME,AE & M Department has been active in this line of work for many years.

C. N. Shen performed intensive research on friction in the late ’50s and early ’60s [211,304–

306]. The late Iradj Tadjbakhsh performed research in the areas of tribology and vibration.

Warren DeVries and Stephen Derby have both conducted work in the manufacturing sector

[88].
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Figure 1.7: The mechanical positioning test bed at Rensselær.

More recently, the foundation for this thesis work was laid in the construction of a

mechanical positioning test bed by Rensselær Professor Daniel F. Walczyk, as part of his

Master’s Thesis in 1991 [367], and by Drs. K-O. Prakah-Asante and Abu Islam at the

Active Materials and Smart Structures Laboratory in 1993 [271]. To study the three basic

nonlinear drive train phenomena as they interact simultaneously, a special test-bed was

designed to introduce precisely-quantified combinations of backlash, friction and compliance

to the drive-train system, as shown in Figure 1.7. The test bed was proved successful in
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investigating these phenomena [271]. Arbitrary combinations of the three nonlinearities can

be mimicked over a continuous range of values, and specific machine tools can be examined

by affixing them to the rotating spindle on the test bed. The test bed is design to behave

like a wide variety of machine drive mechanisms, including both machine tool spindles with

cutting forces and machine tool feed drives with slideway friction.

The investigators on the RPI/NSF Mechatronics in Machine Tool Initiative are also

active: Richard Smith and Andrew Yoder are investigating thermal effects at the machine

tool-workpiece interface [378]; C. James Li and his graduate assistants are looking at ways

to monitor machine tool health and wear to anticipate lifespan and detect catastrophic

failure, using dual time-frequency and statistical analysis techniques and neural network

system identification; Kevin C. Craig is applying mechatronic system design and active

material technologies using real-time, adaptive, nonlinear analogue and digital control [69–

73,77–82,147,355,367,372]; and John Tichy is supporting research with efforts in tribology

and lubrication [176].

The proposal touts Rensselær’s ability to support and lend experience to many areas of

research directly related to machine tooling. This thesis addresses two of the five identified

machine tool research areas:

• control of servos, robust and adaptive control, . . machine diagnostics and interfaces

with other processes, the “open-architecture controller”

• diagnostics, sensor interpretation and fusion for machines and processes, and dis-

tributed process planning at the machine tool

The work presented herein is a further contribution to Rensselær’s response to current

industry demands. The area of expertise presented, under supervision by Professor Kevin C.

Craig, is mechatronic design and dynamic modeling and control.

1.2.8 Mechatronic Solutions for Drive Nonlinearity.

Mechatronics is fundamentally a design philosophy spanning many disciplines, as ev-

idenced by Figure 1.8 on the next page [25, 69–71, 82, 257, 258, 344]. It is appropriate that

the continued evolution of drive nonlinearity research align with such an interdisciplinary

philosophy. As Ludema recommends for the field of friction and wear [216, p.1]:

Inappropriately simple methods are widely used in research, most likely de-

rived from a narrow disciplinary focus . . . The new direction, in both research

and in publishing research papers should include the following:

1. covering a very wide range of several variables in all test programs;
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Figure 1.8: The interdisciplinary roots of mechatronic design.

2. describing the conditions of the tests, materials, mechanical dynamics, en-

vironment, test geometries et cetera completely, so that others can check

published information and broaden the range of tentative models;

3. writing equations in terms of operative mechanisms of friction and wear in

such a way to reflect actual data;

4. engaging in research with investigators of several disciplines;

5. using some practical machinery as the “point of departure” for the work

and as the target for correlation with laboratory work; this will prevent the

fruitless efforts to correlate one bench test with another.

Redesign of machines to reduce drive nonlinearity is the most sensible start to eliminat-

ing it altogether. [192,199] However, redesign is usually costly, and fundamentally requires a
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high research and capital investment; a much more attractive alternative from an economic

perspective provides a simple retrofit instead of outright replacement. Since the subject

of drive nonlinearities spans many disciplines, the intelligent redesign solution should be

mechatronic in nature; a mechatronic design, though, can also be applied to selected en-

hancement of retrofitted features. In fact, as research into machine tool redesign progresses

(for example, in the area of magnetic bearings), intermediate solutions are nowadays more

often mechatronic than not, as a number of examples indicate. [29, 362]

Mechatronic retrofits for machine tools and robotics typically involve replacement of

a passive machine element with an active one, providing integral sensing and/or actuating

capabilities. Examples of these may be found in references [7, 230, 292].

1.3 Unique Contributions of This Work.

This work may be the first to describe an approach for identifying nonlinear friction,

impact backlash, and elastic compliance as they act in concert. Of particular significance

are the deduction of a comprehensive model for the drive nonlinearities of a wide range

of machine tools and other applications, and development of new identification algorithms

to characterise asymmetric or nonlinear friction in conjunction with uni- or multimodal

compliance. This thesis not only includes detailed analytical formulations of the drive

nonlinearities at issue, but also introduces a new model for backlash which includes impact

dynamics.

Individually, current methods for friction identification each present certain advantages

and drawbacks. The logarithmic decrement method is easy to use, but can only handle uni-

modal compliance. The Hilbert Transform can potentially resolve backlash and structural

damping as well as nonlinear viscous friction, but again in only one natural frequency of

interest; furthermore, it requires noise filtering of the results. The wavelet transformation

solves the problems of the Hilbert Transform, at the expense of computational complexity.

Each of the methods requires harmonic oscillation of the system under investigation. To-

gether, they cover all the nonlinearities under study, so the strengths of each are exploited

where they are useful, and the results pieced together. The various methods are explored

in detail.

To use the identification methods proposed herein, the systems must be allowed to

oscillate freely. This is only possible for underdamped systems, and of those, ones which

have a relatively light damping. To allow more heavily and overdamped systems to be

diagnosed as well, a novel system identification signal called parametric harmonic oscillation

is introduced.

Another important contribution is towards identification of asymmetric friction. Fric-
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Figure 1.9: Drift caused by asymmetric friction.

tional asymmetry is prevalent in many machines and servosystems, and is typically exacer-

bated by asymmetric wear on moving parts like shaft bearings and slideways, due to natural

operation of the machine. A typical example (taken from the test bed used for the present

research) is shown in Figure 1.9: a zero-mean input sinusoid produces a non-zero-mean

output sinusoidal motion in the machine. This thesis extends the traditional logarithmic

decrement method to include a means for estimating the asymmetry in kinetic and viscous

friction for linear second-order system oscillations. Although sequential kinetic and viscous

friction identification has been attempted [108, 109], this thesis presents a method for si-

multaneous identification of these parameters in addition to their respective asymmetries.

The concept may be extended to nonlinear and multi-degree-of-freedom systems using the

Hilbert Transform and wavelet transformations.

In summary, the problems present in the literature which this thesis addresses directly
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are the following:

• lack of sufficient modeling of each of the drive nonlinearities in question;

• poor corroboration of results and synthesis of procedure provided by existing identi-

fication methods;

• inability to easily represent asymmetry in the kinetic and viscous frictions;

• inability of overdamped systems to harmonically oscillate when unforced;

• lack of easy-to-use software to simulate and identify drive nonlinearity.

In summary, the contributions of this work are as follows.

1. In the area of system modeling:

(a) development of a realistic—not merely convenient—lumped-parameter model for

the concurrent action of friction, impact backlash and elastic compliance;

(b) development of a model highlighting the interaction between these basic nonlin-

earities;

(c) development of a simulation to obtain response data for testing the nonlinear

model;

(d) verification of design parameters for Rensselær’s mechanical positioning test bed

and inverted pendulum systems.

2. In the area of system identification:

(a) resolution of the applicability of various methods for concurrent friction, backlash

and compliance identification;

(b) coding of identification algorithms for linear, asymmetric viscous and kinetic

friction with unimodal compliance;

(c) coding of identification algorithms for nonlinear, symmetric viscous or kinetic

friction with multimodal compliance;

(d) delineation of possible extensions to nonlinear methods for asymmetric viscous

and kinetic friction identification.

3. And in general:

(a) extend Rensselær’s usefulness to the needs of basic industry and national econ-

omy by directly addressing key points of the NSF/RPI Mechatronics in Machine

Tools Research Initiative;
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(b) clarification and bridging of some of the seminal works in the area of nonlinear

oscillation identification methodologies.

The journal articles derived from this thesis [77–80] include, respectively: a new model

for backlash including impact effects; identification of asymmetric kinetic and viscous fric-

tion; producing pseudo-free harmonic oscillations in overdamped systems using the so-called

parametric harmonic oscillation method; and corrections and elucidations to published work

by others on use of the wavelet transformation for system identification.



Chapter 2

Theory.

2.1 Models for Drive Nonlinearities.

Coming up with a complete model for the combined effects of friction, backlash and

compliance is one of the unique contributions of this thesis to the developing field of better

machine tools—but it is by no means a trivial task. Although the three basic nonlinear

elements commonly found in machine tools are by themselves fairly well understood, it is

not so simple to just link them together. One of the reasons for this is that they have a

certain interdependence. Another is that effects present in one of the phenomena may to

some degree also be observable in the other, complicating attribution of its observation to

a specific cause. So there are possibilities for models built of the simple composition of

each nonlinearity, and for models made of some decoction, so to speak, of the elementary

behavioural characteristics among all the combined nonlinearities. In either situation, some

prior knowledge of the degree to which each nonlinearity is present will greatly facilitate

the proper model selection. The ultimate objective is a model which can be linked to some

system identification methodology which allows any, arbitrary interaction of the three basic

nonlinearities discussed to be interpreted in real-time.

2.1.1 The State-of-the-Art Friction Model.

The contact and rubbing of solid bodies: to many it must seem remarkable

that an event so common, so intrinsic to the mechanics of everyday life, so

important in a multitude of applications of mechanics to engineering problems,

and so often the subject of experimental research, has not been satisfactorily

depicted by a sound continuum model to date [1985]. However, to those who

have taken more than a superficial look at the subject, the absence of a universal

continuum model of friction may not be so surprising. The nature of dynamic

friction forces developed between bodies in contact is extremely complex and is

affected by a long list of factors: the constitution of the interface, the time scales

and frequency of contact, the response of the interface to normal forces, inertia

and thermal effects, roughness of the contacting surfaces, history of loadings,

wear and general failure of the interface materials, the presence or absence of

lubricants, and so on. Thus, dynamic friction is not a single phenomenon but is

a collection of many complex mechanical and chemical phenomena entwined in

a mosaic whose features cannot be grasped through isolated simple experiments.

52



53

[244, p.527–528]

The state of the art in understanding friction involves all the empirical effects gathered

through the literature on tribology and lubrication [20, p.1483]:

• stribeck friction

• rising static friction

• frictional memory

• presliding displacement

• “normal” friction

The last item is the additional friction connected with the interfacial normal force, which is

but mentioned in passing by Armstrong-Hélouvry [23], and remained largely unaddressed

until the recent efforts of Dupont [103] and Polycarpou and Soom [267].

2.1.1.1 The Stribeck Effect.

Stribeck friction is shown in Figure 1.2 on page 19 in Chapter 1. Armstrong-Hélouvry

states that “Tribology can not yet provide a physically motivated model of Stribeck friction.”

However, he agrees with Stribeck that the friction force versus velocity curve may be

(roughly) divided into four concatenated régimes [20, 319, p.1341]:

(i) elastic or presliding displacement: surface asperities remain in contact without sliding,

but yield to applied force on a microscopic level.46

(ii) boundary lubrication: the velocity and fluid viscosity are such that dry sliding occurs

(dry friction); note that velocity, viscosity, fluid temperature and pressure are all

interrelated.

(iii) partial fluid lubrication: some lubricant and small “third-body” particles are drawn

into the sliding interface by the increased velocity or non-newtonian viscosity of the

fluid, causing partial lubrication and stick-slip problems.

(iv) full fluid lubrication: the bearing is fully supported by an elastohydrodynamic (EHD)

lubricant film.

Hess and Soom remark, [158, p.147–148]
46Presliding displacement is usually very, very small for solid materials in contact.
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When examining available models for average (steady-state) friction under

different loads, speeds, and lubricant viscosities, it is most natural to begin with

the Stribeck diagram, which is often used to delineate the various lubrication

régimes from boundary through hydrodynamic.

The functional dependence of the minimum film thickness on load, speed and

viscosity is different in each lubrication régime. One cannot, therefore, expect

a single dimensionless term, involving these parameters, to accurately describe

friction behavior over a wide range of operating conditions.

Stribeck identifies these régimes in both his friction versus velocity and friction versus

time data, and attributes the connection to rising lubricant temperatures under continuous

operation. However, most of the interesting effects are transient in nature. The so-called

Stribeck effect is observed when [319, p.1345–1346]:

• bearing load is increased at low steady velocities; and/or

• velocity is increased under low bearing loads.

A preliminary discussion on Stribeck friction may be found in Chapter 1, § 1.1.1.3 on

page 10.

A number of different models have been formed to describe Stribeck friction. One

of the first was by Hess and Soom, who examined friction very near zero without actually

reversing velocities by exciting their system with a DC-biased sinusoidal velocity. They cast

the Stribeck friction into a dimensionless form called the modified Stribeck parameter (valid

only for non-zero velocities) [158, p.148]:47

cS =
ηẋ√
WE

where ẋ 6= 0 (2.1)

where: η is the lubricant viscosity (Pa · s);
x is some displacement (m);

ẋ is the sliding velocity (m/s);

W is the normal contact force (N );

E is the effective (Young’s) modulus of the frictional interface (Pa).

According to Hess and Soom,
47The “original” Stribeck parameter is equivalent to the “modified” parameter presented here if E = W .

The reason the elastic modulus is included here is because without it the Stribeck parameter is only valid in
the full-film lubricated régime; including the E allows a mixed representation valid for the partial (semi-dry)
lubrication régime as well. Using the modified representation, it is thus inferred that, at high velocities, the
effective modulus E −→ W .
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This approach is equivalent to normalizing the ηẋ product by the average contact

pressure that would be applied to a Hertzian line contact under the load, W .

This follows from the fact that the contact area of a line contact is proportional

to [the denominator] [158, p.148].

They applied this to a dimensionless Coulomb+ viscous+ Stribeck model [158, eq.(1)],

f =
µs

1 + c1c
2
S

+ c2cSl

√
E

W
where ẋ > 0 (2.2)

where: µs is the static friction (N );

cS is the modified Stribeck parameter;

c1 is a dimensionless constant;

c2 is a constant with units (N );

l is the Hertzian line contact length (m).

Here the first term represents Coulomb+ Stribeck friction, and the second, viscous friction,

in six parameters altogether. The modified Stribeck parameter captures the dependence of

friction on the velocity, contact pressure and stiffness (normal load component). Note also

the following characteristics:

• increasing (bearing) stiffness causes the friction to drop more rapidly at low velocity;

• the friction at zero velocity is equal to the static friction µs;

• above some small critical velocity, the second (viscous) term will dominate the friction.

The critical Stribeck velocity ẋS, where the Stribeck régime yields to the fully-lubricated

viscous régime, will rise with increased contact area and decreased load. When the bearing

stiffness (contact pressure) is high the critical Stribeck velocity is reached sooner. Note that

Hess and Soom’s model does not include a constant, kinetic friction component at higher

velocities, however.

Armstrong-Hélouvry, Dupont and Canudas de Wit generalised (2.2) to include the

kinetic friction [23, eq.(7)]:

f = µk +
(µs − µk)

1 + (ẋ/ẋS)2
+ νẋ where ẋ > 0 (2.3)

where: µs is the static friction (N );

µk is the kinetic friction (N );

ν is the viscous friction (Pa ·m · s);
ẋS is the critical Stribeck velocity (m/s).
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Without the kinetic friction component (µk = 0) their model is equivalent to Hess and

Soom’s representation (2.2) when

c1 =
WE

(ηẋS)2
and c2 =

νW

ηl
. (2.4)

More importantly, linking the two models shows immediately that the critical Stribeck

velocity ẋS is simply inversely proportional to the modified Stribeck parameter. When

the critical velocity is large, the transition from static to kinetic behaviour is slower, and

viscous friction will dominate, so there may be little if any appreciable “negative” friction

effect!48 Conversely, when the critical velocity is small, the transition is faster, producing

a significant “negative” friction effect, and with it, potential stiction problems. Thus it is

immediately evident that increasing the interface stiffness (W or E) and/or reducing the

lubricant viscosity (η) will improve the stability of low-velocity friction by reducing the

effect of Stribeck relative to viscous friction, in direct corroboration with the experimental

results presented by Stribeck back in 1902. Stribeck’s work, in fact, suggests the existence

of an optimal bearing stiffness for machines under normal operation at a known, steady

velocity.

In 1982, Bo and Pavelescu opted for an exponential form [44, eqs.(2)–(3)],

f = µk + (µs − µk) e−(ẋ/ẋS)
δ
+ νẋ where ẋ > 0 , (2.5)

where δ is some empirical constant. When δ is large (reported to be the case for boundary

lubrication [23, p.1096]), the kinetic friction will be nearly equal to the static friction over

all operating velocities, meaning there will be enhanced stability. Armstrong-Hélouvry et

alii report δ to be typically in the range of about 0.5 to 2.0. When δ = 2, the model

is “Gaussian” and equivalent to (2.3) when the exponential is expanded and truncated as

a linear, first-order approximation.49 Bo and Pavelescu report a quadratic, second-order

approximation to be more valid, and necessary to characterise the boundaries of the stiction

régime.

Figure 2.1 on the next page shows a comparison of the models proposed by Hess and

Soom, Armstrong-Hélouvry et alii , and Bo and Pavelescu (equations (2.3) and (2.5)).
48As Pooh would say, this is a Good Thing.
49Notice, however, that according to (2.3) when the velocity equals the critical velocity (ẋ = ẋS), the

Coulomb friction is the average of the static and kinetic frictions, whereas with (2.5) the relationship is not
so convenient, because the critical Stribeck velocity marks a point farther into the lubricated régime.



57

0 1 2 3 4 5
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
f

v

f = friction

v = relative
force

velocity

�����
�����

PN

PV

vV

LQFUHDVLQJ G

Q

Figure 2.1: A comparison of modern dynamic friction models
(µk = 1, µs = 4, ν = 0.5, ẋS = 1).

2.1.1.2 Rising and Stick-Slip Frictions.

Kato, Sato and Matsubayashi clarified that “the time-dependence of static friction has

a great influence on the behaviour of stick-slip motion.” [184, abstract] Recall that the main

cause for stick-slip is attributed to the so-called negative friction present when the static

friction exceeds the kinetic friction. So far only the kinetic behaviour of friction has been

reviewed.

The behavior of the stick-slip motion depends strongly on both character-

istics of static friction during the stick period and kinetic friction during the

slip period. Especially the stick-slip motion is intimately associated with static

friction. . . When two surfaces are in stationary contact under boundary lubri-

cation, the static frictional force gradually changes with increase of contact time

or stick period. [184, p.235]

In order to investigate the mechanism of the time-effect on static friction, it is
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necessary to study the contact process between sliding surfaces under boundary

lubrication. . . When lubricated metal surfaces are placed in contact under an

applied load, the asperities of the surfaces are deformed in supporting the applied

load. As a result of this deformation, the lubricant film is trapped between the

two metal surfaces and subjected to very high pressure. The pressure, however,

may not be uniform over the whole region of contact. In the regions where the

pressure is relatively high, local breakdown of the lubricant film can occur and

metallic adhesions [or “welds”] may develop. [184, p.239]

Physically, rising static friction arises from the time required to expel the

fluid lubricant film from the contact interface. [20, p.1484]
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Figure 2.2: Rising static friction (µk = 1, µs = 4, γ = κ = 1).

With this motivation, Kato et alii made careful measurements, and showed that the

friction increases sigmoidally from a minimum when the system is just arrested, to a higher

value after the system is left to stand for some characteristic duration called the dwell

time. This behaviour is shown in Figure 2.2. If the dwell time is sufficiently long, that is,
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tdwell −→ t∞, where typically t∞ is between 100–1000 s, then the static friction will rise

to a plateau, denoted µ∞. A number of different equations have been developed to model

this behaviour, and these are reviewed in detail by Kato et alii [184, p.238,tab.2/fig.9]. All

the models describe the time-dependent static friction using a Coulomb friction term with

either an exponential or sigmoidal rising component. Each model is different, demonstrating

the faith of different tribologists in one or more different salient parameters and influences.

Kato et alii find the modification of a model originally proposed by P. G. Howe et alii to

best fit the acquired data [184, eq.(1)]:

µs(t) = µs(t∞) + [µk − µs(t∞)] e−tκdwell/γ (2.6)

where: tdwell is the dwell time (time spent stuck) (s);

t∞ is the rising time constant (typically 100–1000s);

κ is a constant, dimensionless lubricant parameter;

γ is another constant lubricant parameter (s).50

Note that µs(t0) at the start of sticking is equivalent to the kinetic friction µk when

the dwell time is very brief, and µs(tdwell) is equivalent to the rising friction constant µ∞
when the dwell time tdwell is sufficiently long (approaching t∞).

γ and κ are empirically determined, though they are observed to be closely correlated

to the lubricant boundary film thickness and viscosity η. Kato et alii derive 1/γ to be

roughly in the range of 0.04–0.29 and κ in the range of 0.47–0.67 [184, tbl.2]. Armstrong-

Hélouvry obtains γ ≈ 1.66 and κ ≈ 0.65 for rough surfaces [19].

This last author also formulated a generalised expression for the rising friction. He

extended his earlier dimensional analysis (quod vide [18]) to include a frictional memory

effect, rising and Stribeck frictions. The rising friction component was [20, eq.(2)]:

µs(t) = µs(t− tdwell) + [µs(t∞)− µs(t− tdwell)]
tdwell

γ + tdwell
. (2.7)

Notice this is a linear first-order approximation to (2.6) when κ = 1 and the friction at the

instant sticking begins µs(t − tdwell) = µk, the kinetic friction. So Armstrong-Hélouvry’s

equation reduces to that of Kato et alii when the system sticks after a sufficient duration

of continuous sliding (“slipping”)—in other words, the first of any series of stick-slip cycles.

What this signifies is that (2.7) extends the work of Kato et alii to include multiple successive

stiction cycles of shorter duration than t∞.

Both equations yield the ultimate static friction µ∞ = µs(t∞) when tdwell −→ t∞
and the kinetic friction µk when tdwell −→ 0. Furthermore, when γ is near zero, the static
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friction will be constant near µ∞, and when the dwell time is brief, the static friction will

remain fairly constant across stick-slip cycles. Different values of γ and tdwell adjust the

rising friction behaviour between these two extremes. In both cases γ is associated with the

sigmoidal rate of change of the static friction with dwell time.

Equation (2.7) is thus an approximation to

µs(t) = µs(t− tdwell) + [µs(t∞)− µs(t− tdwell)] e−(γ/tdwell) . (2.8)

When the dwell time is near zero and/or the rising friction constant is large (slow), the

rising friction is fairly constant about the kinetic friction, and when the dwell time is long

and/or the rising friction constant small (fast), the rising friction is about equal to the static

friction, as expected. This model of rising friction, with µs(t− tdwell) = µk, is depicted in

Figure 2.2 on page 58.

Armstrong-Hélouvry further produced equivalents of both (2.3) and (2.5) to include

rising friction. The first equation is a modification of the model by Hess and Soom [20,

eq.(3)]:

f = µk +
µs(t)

1 + (ẋ/ẋS)2
+ νẋ where ẋ > 0 . (2.9)

The second equation is a modification of the model by Bo and Pavelescu [18, eq.(2)]:

f =
[
µk + µs(t)e−(ẋ/ẋS)2

]
sgn(ẋ) + νẋ where ẋ > 0 . (2.10)

In both cases, µs represents the rising (static) friction parameter, and when rising friction

is ignored (γ = 0 and µs(t) = constant µs), becomes

µs(t) = µs − µk , (2.11)

in which case both (2.9) and (2.10) collapse to become, respectively, equivalent to (2.3) and

(2.5).

2.1.1.3 Frictional Memory.

In their experiments, Hess and Soom confirmed the presence of a delay effect related

to the friction. It is basically due to a hysteretic effect in the viscous friction, which is

predominantly caused by shearing of the lubricant during motion: when the motion reverses

direction, the shear force in the lubricant film is briefly relaxed, and then recovered in the

opposite direction. In the words of Armstrong-Hélouvry, [20, p.1484]

In systems ranging from rock mechanics, through lubricated machines, to
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numerical analysis of transient partial-elastohydrodynamic lubrication, a time

lag, or phase shift, has been observed between a change in the sliding velocity

and the corresponding change in friction. When velocity changes, the friction

does not change instantly, but adjusts to its new steady-state value only after

some time. . . Physically, frictional memory is the result of state in the interface

(lubricant film thickness is almost certainly one state variable) which must adjust

to the new sliding condition before the friction force will attain its new value.

Hess and Soom propose to model the delay effect by substituting the velocity v(t) in (2.2)

with the velocity one time step in advance, v(t + ∆t), causing the velocity to “lead” the

friction by the frictional memory constant ∆t. They compare two time lag models, one a

simple constant time lag, and the other a simple constant equivalent position lag (propor-

tional to the inverse of velocity); the simple time lag is found to compare more favourably

with the acquired data.

In the mixed lubrication régime, which is where this lag most significantly

affects friction behavior, the lag time increases with normal load and lubricant

viscosity. It is shown that the time shift is not associated with a fixed charac-

teristic length [as suggested by Rabinowicz]. The observed delay arises due to

entrainment and normal approach, which includes squeeze-films combined with

rough surface contact deformations. [158, abstract]

Armstrong simply flips the time shift around to make the friction “lag” the velocity

by substituting t + ∆t for t in (2.3), so that [20, eq.(3)]

f(t) = f (ẋ(t−∆t)) . (2.12)

This behaviour is shown in Figure 2.3 on the following page. Note that the time lag can be

introduced into any of the other elements of dynamic friction presented heretofore simply

by substituting t−∆t for t into the equations.

2.1.1.4 Presliding Displacement.

Armstrong-Hélouvry and Dupont suggest a simple spring-restoring force to represent

the presliding displacement, “ . . an approximately linear function of force, up to a critical

force, at which breakaway occurs” [22, p.1087,eq.(2)]:

µs = −ksx where ẋ = 0 (2.13)
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where ks is the equivalent stiffness under static friction at rest (N/m). Note that the

displacement x cannot really change unless ẋ 6= 0, so this equation is ambiguous; by ẋ = 0

is meant that the change in displacement is miniscule for the amount of force generated. In

other words, ks represents a very hefty virtual spring at the contact interface, and ẋ = 0

simply denotes the static equilibrium condition of zero steady-state sliding. In the words of

Armstrong et alii ,

Polycarpou and Soom [267] have pointed out that static friction is not truly

a force of friction, as it is neither dissipative nor a consequence of sliding, but

is [rather] a force of constraint [23, p.1087].

The slope represented by this virtual spring constant is simply made to connect the positive

and negative static frictions, so technically ks is not constant, but rather defined as

ks , ∆µs(t)
∆xs

=
µs+(t)− µs−(t)

xs+ − xs−
. (2.14)
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While it is conceivable that ∆xs too may vary with time (like the rising static friction), it is

more likely that it will vary much less than will the static friction. This is because the size

of the asperties, and thus the necessary displacement to overcome their interlocking, will

not change significantly, whereas their sinking into one another will significantly increase

the friction force counteracting motion in the first place.
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Figure 2.4: Presliding displacement.

Whether or not this presumption holds is largely irrelevant, however, because the pri-

mary significance of presliding displacement is merely to describe friction in the neighbour-

hood of zero velocity as a continuous rather than discontinuous function with a bidirectional

jump at ẋ = 0 due to use of the signum function. The continuum provided by the presliding

displacement is shown in Figure 2.4. The function itself is continuous, but the derivative of

the function is discontinuous at xs±, where breakaway occurs. This is because the slope in

the stick region is ks, whereas the slope in the slip region is ν±, and generally ks 6= ν, leading
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to a discontinuity at ẋ = 0. Jang and Tichy here at Rensselær have recently developed a

“dual viscous yield” dynamic model which provides continuity across the stiction interface

by matching shear stress and rate conditions in the lubricant between sliding rigid bodies.

Without considering such microscopic detail, it nonetheless becomes apparent that conti-

nuity is assured over a very brief instant right as sliding commences or ends by the physical

phenomenon itself. To properly model this behaviour on an empirical level, however, it is

probably sufficient to define a quadratic or exponential to join the stiction interface with a

continuously-differentiable interpolator.

2.1.1.5 “Normal” Friction.

A number of researchers have shown that the normal force to the line contact of the

usual tangential friction actually has a significant effect on the tangential friction for two

sliding bodies, with crucial implications for the proper understanding and modeling of stick-

slip friction in particular. The normal component is attributed to microscopic changes in

the gap distance between the two bodies, the size of which balances the relative contribution

from surface asperities versus the contribution from elastohydrodynamic sliding conditions

(partial fluid lubrication). Usually this gap distance can only change significantly when the

interfacial contact is not pre-stressed, that is, the bodies are “resting” upon one another

with only moderate force (like that of gravity, for instance). This is the case with some ma-

chine tool slideways, where the normal force will determine, to some extent, the boundaries

of the stiction régime, since a slideway interface is not prestressed like a bearing is. Further-

more, the slideway normal force may change dramatically during dynamic tool-workpiece

interactions (via cutting forces).

In machine tool bearings, the normal friction is dictated by the pressure of the rolling

bearings of the rotating spindle, and the heavy weight of the machine tool table on its

slideway(s). Under both circumstances, the normal load is high but relatively constant, with

small fluctuations attributed to dynamic cutting forces. Since the normal load is a strong

contributing factor to the overall friction, yet does not change appreciably during regular

machine tool operation, its effect on the overall friction can be implicitly lumped together as

static and kinetic friction in the tangential direction without any loss of generality, should

the normal displacements be unmodeled explicitly. This is basically the reason classical

scientists were able to correlate friction force with normal load. In general the normal

force is a strong factor in determining the overall friction, and its effect cannot possibly be

observed by modeling friction as a function of tangential motion alone.

Bearing friction is generally increased with increasing bearing stiffness (prestress), but

this also limits the normal motion component to a fairly negligible amount. In the case
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of the machine tool itself, however, it is a different matter: the tool can flex and therefore

bend with reactive force applied at the tool–workpiece interface, even if the tool is rotating

at high speed. This bending force at the tool tip is usually much less than that in the

bearings holding the tool spindle in place. The tool tip is relatively free to bend since

it has only the moderate force constraint of the tool cutting into the workpiece material,

hence the normal component can become appreciable to the extent that tool–workpiece

stiction, the phenomenon commonly known as tool “chatter”, can arise. Therefore the

normal component at the tool–workpiece interface should be included in a complete model,

whereas it may be safely ignored when examining the friction in roller bearings.
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Figure 2.5: Normal friction (η = 1, E = 10).

Stribeck indicates that the normal force or bearing stiffness has a similar influence on

the tangential friction as do velocity and duration of continuous operation: that is, there is

an optimal bearing stiffness which produces the least friction for some operating velocity.

When the modified Stribeck parameter is defined as in (2.1), this is immediately evident

and the effect is captured implicitly by all subsequent model equations. The effect of the
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contact interface stiffness on friction is shown graphically by Figure 2.5 on the preceding

page.

2.1.1.6 Full Dynamic Friction Model.

The full friction model will include all the frictional effects discussed so far: Stribeck

friction, rising static friction, frictional memory, presliding displacement and normal friction.

The first attempt at this was volunteered by Armstrong-Hélouvry and Dupont in 1993, but

lacks an interpretation of normal force [22, eqs.(2)–(4)] [23, eqs.(9)–(11)]:

f(t) = sgn {ẋ(t∆)}
[
µk +

µs(t∆)
1 + (ẋ/ẋS)2

]
+ νẋ(t∆) , (2.15)

where t∆ , t−∆t and the (rising) static friction µs(t) is given by either (2.6) or (2.7) when

ẋ 6= 0, or by the (presliding) static friction (2.13) when ẋ = 0. The first term captures

the Stribeck and rising static frictions, and the memory and presliding are contained in ∆t

and ks, respectively. This model is a very straightforward extension of the model (2.5) first

introduced by Bo and Pavelescu in 1982, and may be rendered dimensionless by introducing

appropriate parameters, and reduced to a function of five variables, as shown by Armstrong-

Hélouvry [20].

Around the same time, Canudas de Wit et alii considered two other models. The Dahl

model, named after the work of Phillip Dahl on internal (material) friction in 1968 [75,76],

assumes a memory lag inversely proportional to the velocity, and is obtained by [62, p.420]

ḟ(t) = ksẋ(t∆) sgn
{

1− sgn{ẋ(t∆)}f(t∆)
µk

} ∣∣∣∣1− sgn{ẋ(t∆)}f(t∆)
µk

∣∣∣∣γ + νẋ(t∆) (2.16)

where γ is some constant. Most references to the Dahl model take γ = 1. As an alternative,

Hæssig and Friedland rephrase the Dahl model as [155, p.355]

ḟ(t) = γsẋ(t∆) [f((t∆))− f0(ẋ(t∆)) sgn{ẋ(t∆)}]2 , (2.17)

which is equivalent to (2.16) when f0 = µk, γ = 2 and

γs = ksµk sgn
{

1− sgn {ẋ(t∆)} f(t∆)
µk

}
. (2.18)

The use of γ = 2 produces a “stochastic” or “Gaussian” memory effect, to use the termi-

nology of Canudas de Wit et alii .

The second model considered by Canudas de Wit et alii , which is more complicated
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but allegedly “performs better” than the Dahl model, is written [61, eq.(5)]

f(t) = [(1− g(ẋ(t∆)))µs(t∆) + g(ẋ(t∆))µk] sgn {ẋ(t∆)}+ νẋ(t∆) , (2.19)

where g(ẋ) describes the Stribeck friction. This relationship is equivalent to (2.15) for

g(ẋ) = [1 + (ẋS/ẋ)2]−1, or to (2.5) for g(ẋ) = 1− e−(ẋ/ẋS)δ
, though Canudas de Wit et alii

define the exponential decay according to [61, eq.(6)]

ġ(ẋ) , dg

dt
=

1
∆t

[
1− e−(ẋ/ẋs)2 − g(ẋ)

]
, (2.20)

where ∆t is the frictional memory constant, during stick g(ẋ) = 0 and during slip g(ẋ) > 0.

At steady state, ġ(ẋ) = 0 so g(ẋ) = 1−e−(ẋ/ẋS)2; in other words, this model is equivalent to

(2.5) with δ = 2 or the first-order approximation (2.15), at steady velocities. However, at

unsteady velocities the additional dynamics due to frictional memory are now also captured.

This model may be further massaged to obtain the dynamic friction at steady velocities [61,

eq.(10)]

f(t) = g(ẋ) sgn{ẋ(t∆)}µs + νẋ + (1− g(ẋ)) sat
{

µs(t), ksẋ∆t
(1− g(ẋ))

g(ẋ)
+ νsẋ

}
(2.21)

where the saturation function

sat{α, β} ,

α sgn β |β| > α

β otherwise
(2.22)

and: g(ẋ) = 1− e−ẋ/ẋS
2

(as in (2.5));

ks is the presliding stiffness (N/m) as per (2.13);

νs is damping associated with the contact interface.

The saturation function is used here to enforce continuity across the stiction boundary.

The same research team went one step further and have formulated the current state-

of-the-art friction model (not encompassing normal force dependency explicitly). This

model is based on a concept of interacting “bristles” across the contact interface; the sliding

friction is viewed on a macroscopic scale as the average interaction of many infinitesimal

elastic bristles interacting between the surfaces. This notion is analogous to the concept

of surface asperities elastically yielding at rest and and plastically deforming during dwell

times and with velocity. Since often only the macroscopic understanding of friction is of

real concern, the “averaged” representation is applicable. The resulting dynamics are very

similar to those of the previous model by the same researchers.
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Denoting the average deflection of the bristles z as [62, eq.(1)]

ż = ẋ

[
1− z

g(ẋ) sgn ẋ

]
, (2.23)

the friction may then be expressed as [62, eq.(3)]

f(t) = ksz + νsż + νẋ , (2.24)

or, by substituting for z, as simply

f = ksg(ẋ) sgn ẋ + νẋ +
(

νs − ksg(ẋ)
1
|ẋ|
)

ż . (2.25)

If the Stribeck effect is described by [62, eq.(4)]

ksg(ẋ) =
[
µk + (µs(t)− µk) e−(ẋ/ẋS)

2
]

(2.26)

then this model is again entirely equivalent to (2.15) at steady velocities, when according

to (2.23) ż = 0 and the latter term vanishes. At unsteady velocities, however, the latter

term describes the frictional memory and presliding stiffness effects. The authors further

note that this reduces to the Dahl model (2.16) when νs = ν = 0, γ = 1, and g(ẋ) = µk/ks;

notice this implies ẋS −→ 0, or in other words, the Dahl model includes Coulomb and

viscous friction, but not the Stribeck effect.

2.1.2 The State-of-the-Art Backlash Model.

The complete backlash model includes material resonance and damping during im-

pact, as well as hysteretic deadband. The dynamics include both structural and material

vibration, though the structural component is dealt with separately in §2.1.3 on compli-

ance. Material vibration is a function of (internal) material resonance and damping. It can

be expressed, to good approximation, as the semi-elastic collision of two masses in one or

two damped vibrational modes; if the damping is low (id est , the collision is near-elastic),

then the unimodal approximation is quite good [206, 294, p.38].

2.1.2.1 Deadband Model.

The deadband in backlash is a region of input motion in a mechanism which results

in no appreciable output motion. In this sense it is analogous to the hysteresis described

by presliding friction: the deadband is centred about zero velocity (indicating a velocity

reversal), and is defined as the backlash gapwidth. The shift in equilibrium does not invali-



69

P�

I�

I� P�

[�(t)
[�(t)

�[ �(t)

GHDG]RQH

[�(t)

Figure 2.6: Deadband/deadzone model of backlash.

date the deadband model of backlash, since the equilibrium point can always be arbitrarily

selected anyway. Tao and Kokotović reserve the terms “deadband” or “deadzone” to mean

those strictly centred about zero, and the term “backlash” to denote a shifted deadband; in

this thesis, “deadband” is used interchangeably for both situations, and “backlash” is taken

to mean the overall deadband effect including impact, which the aforementioned authors

do not consider. A representation of mechanical deadband is shown in Figure 2.6.

The mathematical description of deadzone is simply [333, eq.(2.2)]

ẋ2(t) =


ẋ1(t) if ẋ1 > 0 and x2(t) = x1(t)− x+(t)

or ẋ1 < 0 and x2(t) = x1(t)− x−(t)

0 otherwise

(2.27)

where: x1(t) denotes the actuator (the drive or feed motor angle);

x2(t) denotes the receiver (the tool or feed shaft angle);

x+(t) denotes the clearance on the “positive” side of the deadband;

x−(t) denotes the clearance on the “negative” side of the deadband.

This deadzone model acts simply as shown in Figure 1.3 on page 21 in the introductory

chapter, where the slope of the input-output relationship is unity on both sides (m− =
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m+ = 1).

It is worthwhile to note that Tao and Kokotović’s analysis of deadzone reveals that its

inverse, which is constructed for controller development, has the same form as the straight-

forward classical static + viscous friction model. They describe the backlash as being either

“hard” or “soft”; this translates directly to the issue of impact and elastic contact, which

“softens” the backlash inherently. It also relates to the discontinuity at zero velocity for

static friction, which must naturally have a continuum model (supplied to some extent by

the presliding displacement term) although macroscopically speaking, static friction appears

to be instantaneous depending on the direction of imminent sliding. These similarities sug-

gest the potential for casting deadzone as a form of friction or vice-versa, a notion which

may be explored by the ambitious reader.

2.1.2.2 Impact Model.

It is crucial to observe that by applying Tao and Kokotović’s model will implicitly

encourage a minimum time of traversal of the deadzone, which in turn means maximum

acceleration, when the control problem demands the quickest possible elimination of the

hysteretic deadzone effect. Although boundary conditions may be imposed when contact

is made, there is no assurance in their method that this will be at low velocities (or ki-

netic energies), because the input-output relationship at the boundaries of the deazone are

assumed to be constant and linear. Anyone will attest from experience that high-energy

impact rarely, if ever, produces no rebounding or ringing at the contact interface. It is

therefore necessary to include the model of impact dynamics for situations where high-

energy traversal of the deadzone may occur (as is the case with fast-moving mechanisms or

miniaturised or lightweight mechanisms, or where appreciable compliance is known to exist

in the mechanism).

In most cases where backlash arises, such as in gear trains or other transmissions, the

two materials making contact are similar, if not the same (often also the contact geometry

is symmetric). Assuming that the materials are the same, their resonance k1 = k2 and

damping c1 = c2 may be lumped together. The lumped resonance is comprised of the

material flexibilities (energy-storing components):

k =
k1k2

k1 + k2
. (2.28)

The lumped damping is comprised of the material damping (energy-dissipating compo-
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Figure 2.7: Impact with material resonance and damping.

nents):

c = c1 + c2 . (2.29)

A sketch showing these variables during impact is shown in Figure 2.7.

The equations of motion are

Mẍ(t) + Cẋ(t) + Kẋ(t) = f(t) (2.30)

where

M ,
[
m1 0

0 m2

]
, C , c

[
+1 −1

−1 +1

]
, K , k

[
+1 −1

−1 +1

]
,

f(t) =

[
f1(t)

f2(t)

]
and x(t) =

[
x1(t)

x2(t)

]
.

Here M is the mass-inertia matrix, C the damping matrix, K the stiffness matrix, x(t) the

displacement vector and f(t) the forcing vector.

The natural frequency of the impact can be derived from the unforced harmonic equa-
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tion where f = 0. Taking the Laplace transform51 of the system in the variable s and

assuming initial conditions to be naught,

(Ms2 + Cs + K)x(s) = 0 . (2.31)

Since x(s) = 0 is trivial,

∣∣Ms2 + Cs + K
∣∣ = ∣∣∣∣∣m1s

2 + cs + k −(cs + k)

−(cs + k) m2s
2 + cs + k

∣∣∣∣∣
= s2

[
m1m2s

2 + (m1 + m2)(cs + k)
]

= 0 .

(2.32)

This is called the impedance transform, or characteristic or auxiliary equation of the system,

and its roots are the damped eigenvalues of the system, related to its natural frequencies.

Let

m , m1m2

m1 + m2
; (2.33)

then

s2
1 = 0 and s2 = − c

2m
±
√

c2 − 4km

2m
. (2.34)

Hence there is a double root s1 at zero and two complementary roots s2. The latter, when

the radical term is less than zero, will yield complex conjugate roots; when the radical is zero,

s2 will be a double root; and when the radical term is positive, s2 will yield complementary

real roots. Only the complex solution will result in oscillation during the impact; in other

words, when the radical is zero or positive, the impact will be plastic (overdamped). For

elastic and semi-elastic collisions, it is convenient to describe the boundary between elastic

and plastic collision. This boundary is called the critical damping c0, and occurs when the

term in the radical is identically zero, so that

c2
0 = 4km or c0 = 2mω0 , (2.35)

51The variable s is conventional in the development of control system theory. Other commonly used
Laplace variables include λ (when speaking of eigenvalues) and ω (when speaking of natural frequencies).
Note that the representation is arbitrary, with different conventions in, for example, mathematics or control
system theory. In all cases the Laplace variable denotes a time-to-frequency transformation, and here sn

may be thought of as simply the nth temporal derivative operator d(n)/dt for continuous functions. For the
definition of the Laplace variable, see the discussion leading to equation (2.199) in § 2.2.8 on page 112.
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where the undamped fundamental (natural) frequency

ω0 ,
√

k

m
. (2.36)

It is convenient to define a dimensionless factor called the damping ratio to relate the general

damping to c0:

ζ , c

c0
=

c

2mω0
, (2.37)

because now

s2 =
(
−ζ ±

√
ζ2 − 1

)
ω0 . (2.38)

During collision, if the two bodies are to separate, there must be a restorative motion.

This concept is usually described in terms of a coefficient of restitution, the ratio of the

release velocity to the contact velocity:

ρ , vr

vc
(2.39)

where: vc = v(tc) at the moment of contact tc (m/s);

vr = v(tr) at the moment of release tr (m/s).

This term must always be negative for elastic collisions, otherwise the two objects stick and

the collision is plastic. For ρ < 0, then, the contact dynamics must have an oscillatory or

restorative component, hence c < c0 or ζ < 1. This is called underdamped motion, because

the damping is sufficiently small to allow at least one oscillation. This requires that s2 yield

a complex conjugate pair of roots

s2 =
(
−ζ ± j

√
1− ζ2

)
ω0 = −ζω0 ± jωd where ζ < 1 , (2.40)

j ,
√−1, and ωd , ω0

√
1− ζ2 is the damped natural frequency (rad/s).

The solution may be written

x(t) = Λu(t) (2.41)

where the modal matrix

Λ ,
[
ω1 ω2

]
=

[
ω11 ω12

ω21 ω22

]
(2.42)
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for eigenvectors ω1 and ω2, and generalised coordinate vector

u ,
[
u1(t)

u2(t)

]
. (2.43)

Here u1 takes the form appropriate for real repeated roots s1, and u2 for complex conjugate

roots s2 [45, ch.8] [346, ch.2]:

u1(t) = (γ11 + γ12t) es1t = γ11 + γ12t (2.44a)

u2(t) = α1e
s2t + α2e

s∗2t , (2.44b)

where γ and α are constants determined by the initial conditions of system behaviour, and

the superscripted s∗2 denotes the complex conjugate of s2. Substituting s2 from (2.40) and

applying Euler’s identity,

u2(t) = α1e
(−ζω0+jωd)t + α2e

(−ζω0−jωd)t

= e−ζω0t
(
α1e

+jωdt + α2e
−jωdt

)
= e−ζω0t [(α1 + α2) cosωdt + j(α1 − α2) sinωdt] .

(2.45)

Realising that u2(t) must be a real function because the real-life system response x(t) can

not be complex, let the constants γ21 , j(α1−α2) and γ22 , (α1 + α2) be real. When this

restriction is stipulated,

α1 =
γ22 − jγ21

2
and α2 =

γ22 + jγ21

2
, (2.46)

which implies that α1 = α∗2 ; in other words, the constants α must be complex conjugates

in order that the system response be real. The generalised coordinates may thus be written

in a more streamlined form, as

u1(t) = γ11 + γ12t (2.47a)

u2(t) = e−ζω0t [γ21 sinωdt + γ22 cos ωdt] , (2.47b)

where the four constants γ may be discovered via the initial displacement and velocity

conditions on x0 = x(t0 = tc). Notice that the first generalised coordinate u1(t) describes

the mass centre of the impact pair, and the second, u2(t), the transient vibration between

the pair. These coordinates simplify the analysis by separating the rigid body from the

vibrational mode and also provide a convenient and natural interpretation of the impact

response.
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The nontrivial eigenvectors are found by solving the eigenproblem

(
Ms2

i + Csi + K
)
ωi = 0 , (2.48)

where ωi 6= 0. Substituting s1 = 0 yields

Kω1 = k

[
+1 −1

−1 +1

][
ω11

ω21

]
= 0 , (2.49)

which in turn specifies the relation ω11 = ω21. Either value ω is arbitrary, so let

ω1 =

[
1

1

]
. (2.50)

Substituting s2 6= 0 yields

[
Ms2

2 + Cs2 + K
]
ω2 =

[
m1s

2
2 + cs2 + k −(cs2 + k)

−(cs2 + k) m2s
2
2 + cs2 + k

][
ω12

ω22

]
= 0 , (2.51)

which gives the relation ω12/ω22 = −(m2/m1). Since again either ω is arbitrary, let

ω2 =

[
1

−(m2/m1)

]
. (2.52)

Then the modal matrix may be written as

ω =
[
ω1 ω2

]
=

[
1 1

1 −(m2/m1)

]
, (2.53)

and the solution as

x(t) = ωu(t) = [ω1u1(t) + ω2u2(t)]

=

[
ω11u1(t) + ω12u2(t)

ω21u1(t) + ω22u2(t)

]
=

[
u1(t) + u2(t)

u1(t)− (m2/m1)u2(t)

]
.

(2.54)

So the underdamped displacements

x1(t) = γ11 + γ12t + e−ζω0t [γ21 sin ωdt + γ22 cosωdt] (2.55a)

x2(t) = γ11 + γ12t− m2

m1
e−ζω0t [γ21 sinωdt + γ22 cos ωdt] (2.55b)
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and the underdamped velocities

ẋ1(t) = γ12 + e−ζω0t [−(γ22ωd + γ21ζω0) sinωdt + (γ21ωd − γ22ζω0) cosωdt] (2.56a)

ẋ2(t) = γ12 − m2

m1
e−ζω0t [−(γ22ωd + γ21ζω0) sinωdt + (γ21ωd − γ22ζω0) cosωdt] . (2.56b)

Let the reference time of contact be arbitrarily set to zero (t0 = tc = 0), which simplifies

the impact analysis without any loss of generality. The initial displacement conditions are

then

x10 , x1(tc) = γ11 + γ22 (2.57a)

x20 , x1(tc) = γ11 − (m2/m1)γ22 (2.57b)

and the initial velocity conditions become

ẋ10 , ẋ1(tc) = γ12 + (γ21ωd − γ22ζω0) (2.58a)

ẋ20 , ẋ1(tc) = γ12 − (m2/m1) (γ21ωd − γ22ζω0) . (2.58b)

Constants γ11 and γ22 are derived from the initial displacement conditions given by

equation (2.57):

γ11 =
m1x10 + m2x20

m1 + m2
and γ22 =

m

m2
δx0 , (2.59)

where the compression due to impact δx0 , x10 − x20. Note that γ11 is the mass centre of

the system, the equilibrium about which oscillation occurs. The constants γ12 and γ21 are

derived from the initial velocity and displacement conditions (2.58):

γ12 =
m1ẋ10 + m2ẋ20

m1 + m2
and γ21 =

m

m2ωd
(δẋ0 + ζω0δx0) , (2.60)

where δẋ0 , ẋ10 − ẋ20. Note that γ12 is the velocity of the mass centre, which is constant

for all t, in agreement with the principle of momentum conservation.

The harmonic vibration during the impact is now completely determined in terms

of the following quantities: time t; initial displacement x0 and velocity ẋ0; and system

parameters m1, m2, c and k.
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2.1.2.3 Duration of Impact.

Note that the relative displacement δx(t) = 0 at both the instant of contact (t = tc)

and release (t = tr). Supposing the relative velocity at impact is some constant δẋ0 = vc,

γ11 =
m1x10 + m2x20

m1 + m2
γ12 =

m1ẋ10 + m2ẋ20

m1 + m2

γ21 =
m

m2ωd
vc γ22 = 0 , (2.61)

which, when substituted into (2.55), gives

δx(t) = x1(t)− x2(t) =
m2

m
u2(t)

=
m2

m
e−ζω0t[γ21 sin ωdt + γ22 cosωdt] =

vc

ωd
e−ζω0t sinωdt

(2.62a)

and

δẋ(t) = ẋ1(t)− ẋ2(t) =
m2

m
u̇2(t)

=
m2

m
e−ζω0t[−(γ22ωd + γ21ζω0) sinωdt + (γ21ωd − γ22ζω0) cosωdt]

=
vc

ωd
e−ζω0t(−ζω0 sin ωdt + ωd cos ωdt) .

(2.62b)

Notice that the rigid-body mode has no effect on the relative position and velocity during

impact, and rather depends solely on the transient vibration. This is one of the conveniences

obtained by expressing the system coordinates x(t) in terms of the generalised coordinates

u(t), rather than using them directly.

The applied external force f1 will include both the forcing function and friction forces.

f2 is the friction force on the impacted body. The force ∆f transmitted during the im-

pact is equivalent to the viscoelastic forces between the contacting bodies. Substituting

equations (2.62) and (2.37),

∆f(t) , cδẋ(t) + kδx(t)

=
vc

ωd
e−ζω0t[c(−ζω0 sinωdt + ωd cos ωdt) + k sin ωd]

=

√
km

1− ζ2
· e−ζω0t

[
(1− 2ζ2) sinωdt + 2ζ

√
1− ζ2 cosωdt

]
.

(2.63)

The force delivered “at” the instant of impact tc = 0 is a constant impulse force with the
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value ∆f(tc = 0) = f0:

f0 =

√
km

1− ζ2
· 2ζ
√

1− ζ2 = 2ζ
√

km · vc = cvc . (2.64)

This is the force “lost” during impact due to internal damping; when there is no damping

(c ≡ 0), f0 = 0 and the impact is fully elastic. Notice that f0 is required to satisfy the

principle of momentum conservation, which is otherwise only valid for elastic collisions.52

The impulse phenomenon described is shown in Figure 2.8.

t = time

f

t

f = impact force
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Figure 2.8: Impulse phenomenon at the instant of contact.

Mathematically, the impulse force f0 may be delivered instantaneously (via the so-

called delta or impulse function), but realistically speaking this is an impossibility: if this

could happen, then the model of the collision would be non-causal, id est , the impact force

would somehow be anticipated before contact was really made.53 In order that the impact

force ∆f(t0) = 0 ( 6= f0) as must be the case in reality,

∆f(t0) =

√
km

1− ζ2
· e−ζω0t0

[
(1− 2ζ2) sinωdt0 + 2ζ

√
1− ζ2 cosωdt0

]
= 0 (2.65)

52A coefficient of restitution equal to unity is unrealistic, and downright impossible for passive rigid bodies.
53Usually the colliding bodies are not sentient enough to exhibit this kind of reflexive action!
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at the instant of contact t0. This infers that

(1− 2ζ2) sinωdt0 + 2ζ
√

1− ζ2 cosωdt0 = 0 , (2.66)

which is satisfied when

tanωdt0 =
2ζ
√

1− ζ2

2ζ2 − 1
. (2.67)

Defining the resonant frequency of the second-order response, the frequency where the

amplitude of response is greatest, as

ωr , ω0

√
1− 2ζ2 where ζ ≤

√
2/2 , (2.68)

the condition on t0 can be expressed as

tanωdt0 = 2ζ
ω0ωd

−ω2
r

, (2.69)

or

t0 =
1
ωd

arctan
2ζω0ωd

(ζω0)
2 − ω2

d

where ζ ≤
√

2/2 . (2.70)

This value t0 denotes the phase lag of the underdamped system response due to damping,

and is always negative for ζ ≤ √
2/2. What this means is that impact actually occurs

some time t′c = t0 6= 0 before the instant tc originally assumed. Fortunately, this need not

invalidate all the foregoing mathematics, because recall that the instant of impact tc may be

selected arbitrarily as any convenient reference point. Because tc = 0 is so very convenient,

let this remain so by setting t′c = 0, and instead shift the remainder of the original timescale

by the phase lag. Without any loss of generality, then, let the new timescale t′ = t + t0.

Separation will then occur at release time t′r, when the relative displacement δx(t′r)

returns to zero:54

δx(t′r) =
vc

ωd
e−ζω0t′r sinωdt

′
r = 0 , (2.71)

This can only be satisfied when sinωdt
′
r = 0, so ωdt

′
r = nπ where n is an integer denoting

the nth contact and separation cycle: when n is even, t′ = t′c is the contact time, and when
54This is equivalent to the standard impulse response for a second-order system with forward gain vc/ω2

0,
quod vide [91, eq.(4.11)].
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n is odd, t′ = t′r is the release time. The first separation will then be given by n = 1, so55

t′r =
π

ωd
=

π

ω0

√
1− ζ2

=
2mπ√

4mk − c2
. (2.72)

Translating this back into the original timescale t = t′ − t0 this gives (for ζ ≤ √2/2):

tr = t′r − t0 =
1
ωd

(
π − arctan

2ζω0ωd

(ζω0)
2 − ω2

d

) (≥ t′r
)

. (2.73)

Thus it is evident that ignoring the effect of damping will underestimate the duration of

impact.

2.1.3 The State-of-the-Art Compliance Model.

Compliance consists of damped resonance at many frequencies. Unlike the impact

problem, which is adequately modeled by its fundamental mode of vibration, compliance

can consist of contributions from higher modes. In underdamped structures (those which

vibrate), normally the higher modes incur more damping, so it may be sufficient to ap-

proximate the vibration in terms of a truncated summation of the weighted system modes.

For an n-degree-of-freedom system, then, the total free vibration may be considered as a

linear superposition of the eigenvalues (the modes) multiplied by the eigenvectors (the mode

shapes), provided the modes are well-spaced (not all bunched together in the low-frequency

domain) and the forcing function has a known and deliberate upper frequency bound. Many

flexible systems can be successfully approximated using this technique in conjunction with

an analytical model for the vibrations [346, § 6.10 ].

The actual state-of-the-art model would include an experimental modal analysis of

actual machine tool drive or feed vibrations to determine its true mode shapes and fre-

quencies. If the frequencies are well-spaced, then, the summed normal mode approximation

can still be used with good justification. Complex modal interactions, however, can be

modeled accurately only by using nonlinear equations of motion, making the problem far

more difficult to tackle. A solution to this is to cast the problem as n uncoupled nonlinear

equations, instead of n coupled linear equations. This is possible using the concept of a

nonlinear spring force for every linearly summed mode, in conjunction with the method of

proportionally-damped, summed modal approximation.
55Note that typically repeated impacts occur at very high frequencies (a phenomenon known as bouncing),

and under certain conditions the time t′r may be sufficiently short that it cannot be observed at low digital
(discrete) sampling and control rates.
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2.1.3.1 Summed Normal Mode Approximation.

If the modes are well-spaced, then, each may be approximated by the usual second-

order function

Mẍ + Cẋ + Kx = f , (2.74)

with mass, damping and stiffness matrices M, C and K, respectively, and forcing vector

f(t). The solution is written in terms of generalised coordinates u(t) as

x(t) =


x1(t)

...

xn(t)

 = ωu(t) , (2.75)

where

ω ,
[
ω1 . . . ωn

]
(2.76)

is the modal matrix.

The generalised mass matrix can be expressed as

M , ωTMω =


m11 0 . . . 0

0 m22
. . .

...
...

. . . . . . 0

0 . . . 0 mnn

 (2.77)

where

mii , ωi
TMωi , (2.78)

and the generalised stiffness matrix as

K , ωT Kω =


k11 0 . . . 0

0 k22
. . .

...
...

. . . . . . 0

0 . . . 0 knn

 (2.79)

where

kii , ωi
TKωi . (2.80)

Defining orthnormal modes
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ω̃i , ωi/mii (2.81)

along with orthonormal modal matrix

Λ̃ ,
[
ω̃1 . . . ω̃n

]
, (2.82)

the orthonormal generalised mass matrix is

M̃ , Λ̃
T
MΛ̃ = I (2.83)

and the orthonormal generalised stiffness matrix

K̃ , Λ̃
T
KΛ̃ =


ω2

1 0 . . . 0

0 ω2
2

. . .
...

...
. . . . . . 0

0 . . . 0 ω2
n

 (2.84)

is equal to the diagonal matrix of the eigenvalues squared.

Substituting (2.75) into (2.74) and premultiplying by ωT yields

Mü + Cu̇ + Ku = ωT f . (2.85)

Alternatively, applying instead the orthonormal modal matrix with

x(t) = Λ̃u(t) , (2.86)

the normalised equation

ü(t) + C̃u̇(t) + K̃u(t) = f̃(t) (2.87)

is obtained, where

f̃ ,


f̃1

...

f̃n

 = Λ̃
T
f . (2.88)

Notice that the generalised mass and stiffness matrices are pure diagonal, whereas

typically the damping matrix C (or C̃) is not diagonal, but instead couples the n mass

and spring components. Realising that the eigenvalues ωi denote the undamped natural

frequencies of the system and are composed of the mass and stiffness terms only, this means
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that the damping matrix couples the system modes. C (or C̃) cannot become uncoupled

unless it is made diagonal.

2.1.3.2 Proportional Damping.

Proportional damping (known also as Rayleigh or classical damping) provides one way

to uncouple the damping matrix. Suppose the damping matrix can be expressed as a linear

combination of mass and stiffness,

C = αM + βK , (2.89)

where α and β are constants. Applying the orthonormal modal matrix Λ̃ gives

C̃ , Λ̃
T
CΛ̃ = αI + βK̃ . (2.90)

Substituting into (2.87),

ü(t) +
[
αI + βK̃

]
u̇(t) + K̃u = f̃ , (2.91)

which describes the n second-order equations

üi(t) +
(
α + βω2

i

)
u̇i(t) + ω2

i ui(t) = f̃i(t) . (2.92)

The modal damping can then be defined according to

2ζiωi = α + βω2
i , (2.93)

and the ith equation expressed in terms of the damping as the uncoupled second-order

system

üi(t) + 2ζiωiu̇i(t) + ω2
i ui(t) = f̃i(t) . (2.94)

Note that

f̃i(t) =
n∑

j=1

ω̃ji · µi(t) (2.95)

where ω̃ji represents the jth element of eigenvector (or mode shape) ω̃i. The factor

n∑
j=1

ω̃ji (2.96)
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is called the modal participation factor for mode ω̃i, and denotes the relative presence of

the ith orthonormal mode in the frequency composition of forcing function f(t).

Brandon and Al-Shareef note:

The advantage of the proportional damping model is that the mode shapes

of the damped structure are identical to those of the undamped structure.56

. . The use of a proportional damping assumption in the analysis of spindle-

bearing systems is difficult to justify. The dissipative mechanisms are difficult

to model accurately, and are concentrated primarily at the bearings and the

tool-workpiece interface [51, p.141].

However, if the damping is non-proportional, a nonlinear damping ζ as a function of fre-

quency may still be applied using the same method.

2.1.3.3 Shaft Boundary Conditions.

Machine tool feed drives consist of long ball screws which exhibit marked compliance

at high feed rates. These types of shafts are always connected at one end to the drive motor,

but the effective length of the compliant section in question changes with the position of

the workpiece table. Hence the modes and mode shapes will vary as a function of the table

position. The boundary at the motor may be considered a pure moment applied by the

motor itself, while the other end will exhibit a dynamic friction torque where it is fixed by

a lubricated bearing. Somewhere in the middle, the workpiece table will ride along the ball

screw via two “clamps” set a fixed length apart; these clamps ride within the grooves of

the ball screw, allowing the table to slide along its slideway. The clamped points will act

as semi-rigid, frictional nodes counteracting torsional vibration in the screw, and the table

will also exhibit a nonlinear slideway friction varying with the screw rotational velocity.

In the case of machine tool cutting, two situations with compliance in the tool may

define the type of forcing function: if the tool is free from the workpiece, there is no torque

acting at the tool tip and the problem becomes one of the tool torqued at one end and

vibrating freely at the other; on the other hand, if the tool is in contact with the workpiece

then there will be a reactive friction torque at the free end of the tool and a forcing function

at the controlled end.

The net torque in either circumstance may be defined in terms of the difference between

the boundary torques at either end of the shaft. Given this net torque applied to the ends

of the shaft, the action of that torque at any point along the length of the shaft may be
56—although the modal frequencies of the undamped structure will only conservatively approximate those

of the damped structure.
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separated in terms of the net torque as modified by some function distributing it along the

tool length. Thus the forcing function may be written as

f(t) , γ(x)f(t) (2.97)

where f(t) is the net force acting at the boundaries, and

γ ,


γ1

...

γn

 where 0 < γi < 1 (2.98)

is a vector describing the action of f(t) at displacement x. With this observation the

participation factor for the ith mode shape becomes

n∑
j=1

ω̃ji · γi(x) , (2.99)

so that now the modal summation is linearly separated in the variables x and t:

f̃i(t) = f(t)
n∑

j=1

ω̃ji · γi(x) . (2.100)

2.1.3.4 Nonlinear Fundamental Mode Approximation.

Brandon and Al-Shareef note that the stiffness of the bearings holding the machine

tool spindle has little effect on the fundamental or second and third mode shapes of the

spindle, but an increasingly significant effect on higher modes. This bearing stiffness can

be modeled by the boundary conditions specifying the vibrational behaviour of the spindle,

as a moment at either of its ends. They make a case for disregarding the higher modes

because:

In the higher modes . . . the modal displacement is nodal, or near nodal, at the

cutting zone. Thus these modes are unlikely to affect the chatter sensitivity

markedly, even where the frequency spectrum of the cutting force contains sig-

nificant content in the viscinity of the modal resonant frequency. [51, p.144]

The summed-mode approximation can thus justifiably be truncated to a manageable, pri-

mary number of modes to consider. Brandon and Al-Shareef

. . reinforce the generally-held view that the stability of the cutting process . . .
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is dominated by the response characteristics of a single mode of the spindle-

bearing systems. [51, abstract]

The mode shapes do much to reinforce the common perception that the . . .

process should concentrate on the first mode, since this mode is the only mode

shape which has its peak displacement at the cutting zone, while the other

three modes have small deflections within the cutting zone.57 Thus the . . . cut-

ting zone, most commonly studied in performance assessment of machine tools,

will depend strongly on the first mode and only contain relatively minor contri-

butions from the higher modes. [51, p.144–145]

Thomson notes that in such cases where the maximum peak deflection is of primary

interest, an acceptable truncated summation of modes can be used [346, eq.(6.10-7)]:

max |xi| ≈ |ω1(xi) max(u1(t))|+
√√√√ n∑

j=2

[ωj(xi) max(uj(t))]
2 , (2.101)

where typically n = 2 or n = 3.

Brandon and Al-Shareef suggest taking only the first mode as an approximation, in

which case the distributed compliant system can be modeled as an equivalent second-order,

nonlinear, viscoelastic, lumped-parameter system similar to that described by the impact

model in § 2.1.2.2 on page 70 and the harmonic oscillator described in § 2.2.3 on page 101.

2.1.4 A Lumped Model for Drive Nonlinearities.

Brandon and Al-Shareef conducted a study of a lathe spindle and its modal repre-

sentation, and also argued for a lumped model representation of second-order subsystems

acting about an equilibrium point located at the centre of action of the distributed system.

The model approach used by the authors was designed for versatility rather

than as a practical design tool. Thus in each segment of the shaft the inertia dis-

tribution was modeled in terms of a lumped mass at the centre of the segment.58

Similarly the dissipative effects were modeled as lumped elements. The use of

point-lumped dampers, effectively ‘earthed’, would be regarded as inadmissible

for general structures but is, however, consistent with much of the research in

vibration attenuation of machine tool spindles . . . [51, p.142]
57Brandon and Al-Shareef model the cutting tool as either a prismatic beam or rod.
58The geometric and mass centre of each segment was colocated because each segment of their lathe

spindle was radially symmetric.
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Noting that the effects of backlash and compliance can be approximated by second-

order terms, and that in friction there are only two nonlinear terms (Stribeck friction and

the velocity sign-dependency) at every subsystem (the drive motor, shaft, bearings and

tool), using a lumped second-order representation seems justified, especially for the sake of

problem tractability and straightforward industrial implementation. The nonlinearities in

the shaft and/or tool compliance can be reflected by a (single or summation of) nonlinear

spring(s) to further simplify the overall mechanism.

A figure showing the transfer-function block diagramme of the lumped system is given

in Figure 2.9 on the following page. Notice that this diagramme directly correlates with

the behaviour of many real systems, including: the action of the test bed (see Figure 1.7 on

page 45); the model of a typical rotating machine tool, like a lathe or drill press; the model

of a workpiece feed table with flexible drive shaft; or a flexible robot carrying or pushing a

payload.

2.1.4.1 Drive Motor Subsystem.

Neither the tool nor feed drive models have yet been discussed, so they will be treated

with some detail here.

Drive motors in typical machine tool spindles use alternating three-phased current

(AC) to produce high power rotational torques. Additionally, they are usually quite massive,

and thus have much inertia. These qualities are both part of the “passive” design of the

tool, selected to reduce sensitivity to such adverse effects as drive nonlinearity or initial

workpiece roughness or mass, by maximising the mechanical “stiffness” of the machine.

The transfer function for a typical AC motor is simpler than that for a direct-current (DC)

motor, which must alternate the power itself using brushes or special control circuits. When

the motor mass is very large, the transfer function approaches a constant.

The transfer function for a two-phase AC motor, for example, is given by [91, tbl.2.6.7]

θm(s) =
km

s(tms + 1)
vc(s) (2.102)

where: θm is the motor output angle;

vc is the applied control voltage;

km is the motor constant,

and the motor time constant

tm ≈ Jm/(νm − p) (2.103)
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where: Jm is the motor inertia;

νm is the motor shaft viscous friction;

p is a linearised torque-speed curve usually supplied by the manufacturer.

Notice that when the motor inertia is significantly large, the motor transfer function tends

to simply

θm(s) =
km

tms2
vc(s) , (2.104)

which, interpreting the Laplace variable s, means that the motor acceleration is proportional

to the control voltage. For a constant control, then, the acceleration will reach a plateau

countered by frictional forces and rotate with considerable inertia, meaning that small

disturbances will not significantly affect normal operation.

The mechanical positioning test bed uses a high-torque, low-inertia DC servomotor,

which is especially designed to have a very low time constant.59 The low motor inertia

means that small disturbances can only be eliminated using large dynamic control currents,

whereas typical machine tool motors will retain a fair insensitivity to small disturbances

even with brief periods of low control currents, when in steady, high-speed operation. So

the test bed motor does not effectively model the operation of large machine tools which

rotate at steady speeds, but does better to model the dynamics of smaller machine tools,

feed drives, and manufacturing line pick-and-place robots which change direction often. The

disturbance forces on the test bed must therefore take on proportionally-reduced values to

effectively replicate large machine tool operations like cutting.

Since the test bed is used to develop and test the identification theory, its model is

presented here. The high power of the servomotor is achieved by using both low inertia

and the method of armature current control, rather than field current control. Although in

theory “the field-current controlled motor . . . provides substantial power amplification” [91,

p.49], and is of simpler construction than the armature-controlled version, it requires many

rotor windings on the motor shaft, increasing its inertia and thereby, slowing its dynamic

response. By using a printed-circuit armature, the armature-controlled motor can yield

fast dynamic response with lower inertia, and achieve similar power amplifications as the

field-controlled version, though it requires a somewhat more complex mechanical design.

The transfer function for the current-controlled DC servomotor is

θm(s) =
km(Lms + Rm)

s [(Jms + µm(s))(Lms + Rm) + kmkEMF]
ia(s) (2.105)

59Such servomotors are sometimes called printed-circuit (PCB), pancake or disc motors, because they have
the armature “coils” printed on or sandwiched within a flat, circular disc.
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where: θm(s) is the motor output angle (rad);

ia(s) is the applied armature current (A);

km is the motor torque constant (N ·m/A);

Jm is the motor inertia (N ·m · s2);

Rm is the armature resistance (Ω);

Lm is the armature inductance (H);

kEMF is the “back-electromotive” force (V · s);
µm(s) is the motor dynamic friction (N ·m · s).

Traditionally, µm(s) is taken to be simply the constant viscous friction νm, but here the full

dynamic friction (as discussed in §2.1.1.6) is used, which includes the viscous term along

with other nonlinear effects. Note that µm(s) is itself a (nonlinear) first-order function of s.

Also, it can be shown that kEMF ≈ km [91, p.52]60, which simplifies the problem somewhat,

as does the observation that the servomotor inductance Lm is very low compared with its

resistance Rm. If the ratio is negligible (Lm ≈ 0), and kEMF ≈ km, then the subsystem

becomes

θm(s) ≈ kmRm

s [(Jms + µm(s))Rm + k2
m]

ia(s) , (2.106)

which is evidently a second-order system with input vc(s) and output θm(s), and their asso-

ciated derivatives in s. Note, however, that this is a nonlinear system, due to the dynamic

friction µm(s). The system is of second order because µm(s) is a first-order (nonlinear)

function of s.

The electronic motor amplifier typically has a much higher bandwidth than the me-

chanical system, and can therefore be considered constant over the operating range of the

system. In this case,

θm(s) =
kakm(Lms + Rm)

s [(Jms + µm(s))(Lms + Rm) + kmkEMF]
vc(s) , (2.107)

or

θm(s) ≈ kakmRm

s [(Jms + µm(s))Rm + k2
m]

vc(s) , (2.108)

where ka is the motor amplifier constant (A/V ).61

Splitting the domain of θ̇m at θ̇m = 0, three second-order functions can be continuously
60Nm/A and V s both denote units of energy flux.
61A/V may also be written as S, known as “Siemens” after the pioneering German electronic physicist.
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defined for the two resulting domains and the boundary, as follows:

θm(s) ≈ kakmRm

s
vc(s) ·


1/
[
(Jms + µ+

m(s))Rm + k2
m

]
θ̇m > 0

1/µ0
m(s) θ̇m = 0

1/
[
(Jms + µ−m(s))Rm + k2

m

]
θ̇m < 0

(2.109)

where: µ+
m is the dynamic friction for “positive” motions;

µ0
m is the presliding friction when there is no motion;

µ−m is the dynamic friction for “negative” motions.

2.1.4.2 Shaft Subsystem.

At the other end of the motor shaft there is the compliant shaft and tool, or alternately

the complaint feed drive and workpiece table. It has already been noted that the fundamen-

tal mode of the tool, modeled by a restoring torque with a nonlinear dependency on forcing

frequency, is sufficient to characterise most machine tool cutting operations. The torsional

mode is of interest to this study, because of its effects on machine tool chatter. This pro-

duces the rotational analogue of the nonlinear viscoelastic model previously presented in

(2.94), considering only the fundamental mode (i = 1):

s2θt(s) + 2ζtωtsθt(s) + ω2
t θt(s) = τt(s) (2.110)

where: θt is the angular displacement of the tool (rad);

ωt is the fundamental mode of the tool (rad/s);

ζt is the internal damping of the tool;

τt is the forcing function (N ·m).

Note that the fundamental mode and mode shape will depend on the material the tool

is made of, its shape, and the boundary conditions. This information can be obtained

analytically for simple boundary conditions and tool geometry.

The simplest geometry to consider analytically is a torsioned prismatic rod with con-

stant circular cross-section, a good approximation to most machine tool drive and feed

shafts.62 The torque produced for a given angle of twist is [138, ch.3] [272, ch.7]

∆τt(t) =
GtKp

lt
∆θt(t) (2.111)

62Prismatic rods and beams have a uniform cross section along their entire length.
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where: ∆τt is the net torque required to generate the tool twist;

Gt is the shear modulus of elasticity of the tool material;

Kp is St. Venant’s constant for the tool geometry;

lt is the length of the tool;

∆θt is the net angle of tool twist.

Coulomb first developed the theory for torsioned rods, and made the assumption that the

value Kp ≡ Ip, the polar moment of inertia of the rod’s cross section, for all cross-sectional

geometries. B. de St. Venant in 1855 extended the work of Coulomb to include the cross-

sectional distorsion due to twisting, providing significantly corrected results for non-circular

cross sections (Coulomb’s result was shown to be valid only for the special case of circular

cross sections). [314]

The polar moment of inertia of the circular tool cross section

Ip = πd4
t/32 , (2.112)

where dt is the tool diameter. Note also the relation

Gt =
Et

2(1 + σt)
(2.113)

where: Et is the (Young’s) modulus of elasticity of the tool;

σt is Poisson’s ratio [265]63 of the tool material.

A prismatic rod model thus describes a net torque proportional to the net angle of twist.

Considering as an alternative the model of a prismatic rod with rectangular cross

section (which is the type used to introduce compliance to the mechanical positioning test

bed transmission), [272, eq.(7.104)]

∆τt(t) = a3Gt

lt

{
b

3
− a

(
frac43π5

) [
tanhρ + 3−5 tanhρ + . . .

]}
∆θt(t) (2.114)

where: a is the shorter side of the rectangular cross-section;

b is the longer side of the rectangular cross-section;

ρ = (πb)/(2a).

Notice that tanhρ approaches unity very quickly as ρ increases. If b > 3a, as is the case

with the mechanical positioning test bed (b = 6.25a), then “the hyperbolic tangents can

differ only in the fourth significant figure” and the torque reduces to [272, eq.(7.107)] [367,

eq.(A.3)]
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∆τt(t) ≈ Gt

3lt
a3(b− 0.630a)∆θt(t) . (2.115)

The stiffness kt of the tool is defined as the spring coefficient ∆τt/∆θt, and the tool com-

pliance as its inverse, 1/kt. The stiffness has the form

kt =
KpGt

lt
(2.116)

where St. Venant’s constant is

Kp ≈ a3(b− 0.630a)/3 . (2.117)

The preceding equations describe the spring “constants” of the tool under static deflec-

tion, which is directly related to the fundamental mode. For hard-to-analyse tool geometries

the fundamental mode and mode shape are relatively easy to determine via a static deflec-

tion experiment. In the sense that the springiness of the tool is expected to change with

frequency due to damping at different velocities, the static deflection experiment will yield a

linear approximation to the nonlinear tool compliance, which considers the tool stiffness to

be a function of frequency as well as geometry, material stiffness, and boundary conditions.

It is useful to examine the vibrational modes of the compliant shaft to determine what

natural frequencies may be excited during the machine’s operation. The undamped modes

and mode shapes may be obtained via the classical wave equation [346, § 9.3 ] [272, ch.10].

Consider a unit length of the shaft dx subjected to a unit twist dθ. The twist per unit

length is then simply dθ/dx. Generalising equation (2.111), it is easy to see that therefore

dθ

dx
=

dτ

KpG
. (2.118)

The net torque across this infinitesimal element

dτ =
(

τ +
δτ

δx
dx

)
− τ =

δτ

δx
dx

= KpG
dθ

dx
= KpG

δ2θ

δx2
dx .

(2.119)

This torque is equivalent to the product of the polar mass moment of inertia ρIpdx and the

angular acceleration of the element δ2θ/δt2, where ρ is the mass density of the shaft, so

KpG
δ2θ

δx2
dx = ρIpdx

δ2θ

δt2
(2.120)
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or using the classical representation for the wave equation,

δ2θ

δt2
= α2 δ2θ

δx2
, (2.121)

where

α2 =
KpG

ρIp
, (2.122)

and it becomes evident that for circular rods, the St. Venant’s constant and polar moment of

inertia cancel out to become unity.64 For the rectangular shaft, on the contrary, substitution

of (2.117) along with the polar moment of inertia for a rectangular cross section, [138,

appx.D]

Ip =
ab

12
(
a2 + b2

)
, (2.123)

yields the value

α2 ≈ G

ρ
· 4a2(b− 0.630a)

b (a2 + b2)
where b ≥ 3a , (2.124)

which is less than unity for all b ≥ 3a > 0. The value α denotes the torsional wave

propagation velocity through the shaft, so the wave velocity along a circular rod is unaffected

by its dimension, whereas that along a rectangular bar is always slower than that for a

circular rod, an interesting result to observe. For the value b = 6.25a of the test bed

compliance element, substitution reveals that

α2 ≈ 0.32 · G

ρ
, (2.125)

which shows that vibrations in the test bed shaft propagate at just under a third the speed

they would along a circular rod.

Presuming that it is possible to linearly separate the variables in the description of

the twist angle along the length of the shaft at any point in time,

θ(x, t) = φ(x) · γ(t) , (2.126)

where: φ(x) is some function depending only on the shaft displacement x;

γ(t) is some function depending only on time.

This representation is entirely equivalent to that used to introduce the method of modal

summation via proportional damping in § 2.1.3.2 on page 83; here φ(x) denotes the torsional
64—Thus explaining why Coulomb’s result for circular rods happened to be correct.
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mode shape of the shaft and γ(t) the modal participation factor. Taking derivatives,

δ2θ

δt2
= φ(x) · d2γ(t)

dt2
and

δ2θ

δx2
= γ(t) · d2φ(x)

dx2
. (2.127)

Substituting these into (2.121),

1
α2γ

· d2γ

dt2
=

1
φ
· d2φ

dx2
. (2.128)

Notice the temporal and spacial components are now completely decoupled, which is valid

if the modes are well-spaced and the damping is sufficient, as discussed under the modal

summation method. Because the left-hand side depends only on time, and the right-hand

side only on space, for the equation to hold true, both sides must be constant. Let this

constant, for the sake of convenience, be equal to−(ω/α)2, where ω , θ̇ and the propagation

velocity α is defined as before. Two differential equations are then produced:

γ̈ + ω2γ = 0 and φ′′ + (ω/α)2φ = 0 , (2.129)

where the dots (̈ ) denote derivation with respect to time t, and the dashes (′′) derivation

with respect to space x. The general solutions are then

φ(x) = A sin (
ω

α
x) + B cos (

ω

α
x) (2.130a)

γ(t) = C sin (ωt) + D cos (ωt) , (2.130b)

where A and B are constants determined by the boundary conditions, and C and D by the

initial conditions of the system.

When the tool end is clamped, ∆τt(t) will appear at the tool end of the backlash ele-

ment, because the end cannot rotate. When the tool is free, ∆τt(t) will describe the forced

vibration of the tool at the end of the backlash element. Friction at the tool-workpiece

interface will introduce damped rotation to the boundary condition. The lumped compli-

ance model for the shaft and tool is then described by equation (2.110), where the modal

frequency ωt and damping ζt depend on the tool characteristics as derived analytically using

geometry and material properties, or experimentally via modal analysis and static deflection

tests.

A conservative estimate of the modal response (the lower bound for the second mode)

may be obtained by considering the shaft vibration where one end is fixed and the other

free to rotate. If the fixed end of the shaft is where x = 0, then its rotation φ(x = 0) = 0,

because in general γ(t) 6= 0. If the free end is where x = l, the shaft length, then its strain
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φ′(x = l) = 0. Thus

φ(x = 0) = B = 0 and φ′(x = l) = A
ω

α
cos (

ω

α
l) = 0 , (2.131)

so
ω =

α

l
· (2n− 1)

2
π , (2.132)

where n > 0 is the mode number. This relationship between the modal frequency ω and

the propagation velocity α shows that the test bed’s rectangular compliance element will

have thrice the flexibility of a circular rod with like dimension. Substitution of the material

parameters and shaft length easily give the undamped modal frequencies. A liberal estimate

of the modal frequencies will be given by fixed-fixed boundary conditions, which can be

analytically shown to lead to modes at double the frequency of the fixed-free modes. In

reality, the frictional torque provided between, alternately, the workpiece table and slideway,

or the cutting tool and workpiece, will result in modal frequencies between the conservative

and liberal estimates outlined above.

2.1.4.3 Transmission Subsystem.

The transmission subsystem is considered to be composed of one backlash element,

although in gearboxes, for example, many backlash elements are present which sum up to

one total backlash between the input and output. Detailed identification of gear trains is

not examined in this thesis. The backlash element is rather described as a simple linkage

between the motor and tool subsystems: when the two shafts are not in contact, the tool

subsystem moves freely, and when they are in contact, the tool is torqued by the motor.

Consider the second-order motor model

θm(s) ≈ kakmRm

s [(Jms + µm(s))Rm + k2
m]

vc(s) . (2.133)

Here θm denotes the controlled angular position of the motor. Let θt denote the angular

position of the tool chuck, attached to the rigid transmission spindle after the backlash

element. These values correspond, respectively, to the angular equivalents of x1 and x2 in
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Figure 2.3 on page 62. Rephrasing this equation in terms of the motor torque yields

τm(s) =
km(Jms + µm(s))(Lms + Rm)

(Jms + µm(s))(Lms + Rm) + kmkEMF
ia(s)

=
kakm(Jms + µm(s))(Lms + Rm)

(Jms + µm(s))(Lms + Rm) + kmkEMF
vc(s)

≈ kakmRm(Jms + µm(s))
(Jms + µm(s))Rm + k2

m

vc(s) .

(2.134)

The second-order tool compliance model is given by (2.110).

The deadzone can now be written as

∆τt(t) =


τm(t) + τw(t) if |θ̇m| ≥ |θ̇t|

and ∆θm(t) = 0 or ∆θ0
m

τw(t) otherwise

(2.135)

where: τw(t) is the tool-workpiece friction;

∆θm(t) is the dynamic clearance between the shafts;

∆θ0
m is the maximum static clearance (the deadzone gapwidth).

Note that τw(t) = 0 if the tool end is free and τw(t) = τm(t) if it is clamped, though the

boundary conditions for either situation will lead to different modes and mode shapes for

the tool.

Impact occurs when at the moment of contact tc, the difference in velocities (the

net impact velocity) is appreciable. This will typically occur only when the backlash is

itself appreciable, or when the motor is faster than the shaft and tool. Impact is modeled

only when the two shafts first make contact. At this moment, the impact model can

be used to compute the relative velocities after impact and determine the net amount of

transmitted torque during contact. Within the scheme of the overall motion, this is assumed

to occur nearly instantaneously, and repeated impacts (“bouncing”) are anticipated before

“permanent” contact is maintained. The transmitted torque during impact will excite the

modal frequencies of the tool in a manner depending on the tool boundary conditions. The

problem is completely analogous to the impact of a flexible beam at its tip, with an optional

tip mass and/or friction moment, a matter studied extensively within the robotics research

community. [31, 32, 37, 65, 84, 94, 124,137, 220, 221,261,349, 350, 368,369, 377, 380]
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2.2 Identification of Drive Nonlinearities.

In this section, some identification methods will be investigated to determine those best

suited to the various subsystem identifications. The system as a whole can be classified

into a collection of subsystems, each performing a specific function, which leads to an

overall “divide-and-conquer” system identification strategy. Taking this approach, it may

additionally be possible to identify the type of machine tool being used via an expert-

systems approach, by comparing the known salient behaviours of common machine tools.

This might further provide a means for “blueprinting” the normal operating characteristics

of a particular type of machine tool, along with its parameter sensitivities, thereby yielding

a template against which to judge the performance or health of individual machine tools.

The identification procedures outlined in Chapter 4 may suggest to the interested reader

how such a template might be constructed from the salient machine behavioural patterns

identified using the techniques described in this section.

2.2.1 System Identification Methods.

For linear, time-invariant, second-order, uni- or multimodal systems, such as machine

tools with only slowly-varying system parameters, the free-vibration response can be a

sufficient form of system identification because the free vibration occurs at the (damped)

natural frequency of the system. When free vibration is not feasible, system identification

is performed by exciting the system with a control signal designed to elicit characteristic

system responses. Because many systems, including the ones examined by this thesis, can

be described in terms of their reactivity to frequency- and amplitude-modulated signals,

usually such signals are used in a manner which ensures that no one frequency or amplitude

is biased above any other. One of the contributions of the present work is a novel method for

obtaining the free vibration response for any second-order system (including overdamped

ones).

Time-invariant linear systems exhibit a linear dependence on the amplitude of an

excitation, so for these systems only the frequency need be modulated to ensure that the

entire range of possible responses is properly examined. The traditional approach involves a

so-called sine sweep, where the relevant frequency range is traversed in a quasi-steady-state

manner (the window of response data sampled at any instantaneous frequency is sufficiently

representative of a steady-state response); in other words, the sweep through the frequency

range is “slow enough” such that the response for a given frequency within the range may be

properly discerned. With the advent of high-speed digital minicomputers, even the analysis

of transient (non-steady-state) data may be performed so quickly that the identification

signal (the sweep) sounds like (and is commonly known as) a “chirp”. This old stand-



99

by has all the advantages of simplicity, but is complicated by requiring a transformation

between the time and frequency domains.

Statistical (stochastic) analysis has suggested the use of a white noise signal, a random

signal with a specified, constant standard deviation for all frequencies. In reality, it is

impossible to guarantee a constant deviation because theoretically this requires a signal of

infinite duration.

A recent improvement on both the chirp and white noise signals is named the Schröder-

phased waveform, after its inventor. [34,298,372] The Schröder-phased signal is formulated

within the frequency domain itself, and then transformed back into the time domain, with

the advantage that the phase transformation (as well as the magnitude) at any given fre-

quency is weighed equally within the time-domain signal. The chirp signal has a constant

magnitude at all frequencies, though its phase is distorted when transformed into the fre-

quency domain; the Schröder-phased waveform solves this problem. Furthermore, unlike

the white noise signal, the Schröder-phased waveform is specified only at discrete frequen-

cies, and therefore can accomplish the same task in a finite amount of time using a digital

computer, whilst guaranteeing a uniform excitation at each of the frequencies of interest.

The Schröder-phased signal is therefore the signal of choice when the linear system is to be

controlled or identified digitally, and the delays of the system are important.

Unlike various frequency-based methods, the logarithmic decrement method, devel-

oped by Lord Rayleigh in the late 1800s, uses the time-domain oscillation response di-

rectly. [280] The advantage of this approach is its simplicity, as will become evident in the

sections following.

These conveniences do not render the same simplifications to nonlinear systems, un-

fortunately, which may exhibit wild response fluctuations to different excitation amplitudes

at any one frequency. For these systems it is necessary to modulate both the frequency and

amplitude of the identification signal. [214]

One way this can be efficiently accomplished is by the use of harmonic excitation,

where two independent chirp-type signals are fed into the system simultaneously. The two

simultaneous signals are represented in an analytic form known as the describing function

representation. [308] This allows the input-output response, which need not be linear, to

be mapped in the Hilbert space. A Hilbert Transform is used to decode the mapping

into a representation of the frequency- and amplitude-dependent natural frequencies and

damping of the system, similar to the way amplitude-modulated (AM) radiowaves may be

decoded. [151] Promising aspects of the describing function approach include its simplicity

and potential for real-time applications. [117, 118, 226,262]

A second nonlinear identification scheme employs the wavelet transformation, [56,315]
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which for good reason has lately come very much into vogue (and also come of age) within

the signal-processing community. The wavelet transformation has the remarkable capability

of achieving both a good time resolution and a good frequency resolution. If one considers

that at low frequencies of oscillation, the timeline is inherently more resolvable, and that

for long timelines, the frequency is inherently more resolvable, it would seem reasonable

to focus efforts on identifying more accurately the less resolvable of the two, depending on

the characteristics of a given data segment. This is precisely what the wavelet can do well,

allowing it to perform localised time-domain analysis for nonlinear oscillations, as well as

the localised frequency-domain analysis proffered by traditional techniques like the Fourier

Transform. [249]

Other possible identification methods might employ wavelet or Schröder-phased repre-

sentations of the describing function. In this manner, the identification might be performed

in a shorter amount of time, possibly even in real time during normal machine operation.

2.2.2 Simple Harmonic Motion

Consider the forced oscillation of the piecewise linear (time-invariant) second-order

system
Jθ̈(t) + Cθ̇(t) + Kθ(t) + τc = τ(t) . (2.136)

Coulomb friction torque [67] is a piecewise constant function defined in terms of static and

kinetic friction:

τc =

 µs θ̇(t) = 0

µk sgn(θ̇) θ̇(t) 6= 0
, (2.137)

where due to the nature of friction µs ≥ µk (ergo, the counter-intuitive phenomenon of

stick-slip friction, or stiction).

Substituting θ̈(t) = θ̇(t) = 0 into (2.136), the static friction satisfies

θ(t) ≤ θs where θs , µs/K . (2.138)

This describes a region of possible positions θ for which the spring force Kθ is insufficient to

produce movement by overcoming the static friction µs.65 The static friction is important,

and we will return to it later on, but let us now first consider the dynamics of the kinetic

friction on the system.
65Notice also the correspondence of the friction stasis θs to the presliding stiffness (2.14).
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Notice that equation (2.136) is linear when either θ̇ < 0 or θ̇ > 0. Defining

θk , µk/K , (2.139)

we can thus reformulate the problem in terms of the linear equation

Jγ̈(t) + Cγ̇(t) + Kγ(t) = τ(t) , (2.140)

where
γ(t) , θ(t) + θk sgn θ̇(t) (2.141a)

and γ̇(t) ≡ θ̇(t) , (2.141b)

within regions of unidirectional motion (θ̇ does not change sign).

2.2.3 Transient (Unforced) Harmonic Oscillation

The transient response is that observed when the system is unforced (when τ(t) ≡ 0).

The so-called free oscillation may be expressed as

γ(t) = Ae−σt sinh(ωdt− φ0) (2.142)

where the rate of decay
σ , C

2J
, (2.143)

which relates the damped natural frequency

ωd ,
√

σ2 − ω2
0 (2.144)

to the (undamped) natural frequency

ω0 ,
√

K

J
. (2.145)

The oscillation has an amplitude (also called envelope)

A2 =
γ̇2

0 + 2σγ̇0γ0 + ω2
0γ2

0

ω2
d

(2.146)
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and phase

tanhφ0 = − ωdγ0

γ̇0 + σγ0
, (2.147)

given the initial conditions on position and velocity

γ0 , γ(t0) and γ̇0 , γ̇(t0) . (2.148)

These equations are valid for all real first- and second-order oscillations, regardless of damp-

ing or stiffness, provided that the physical quantities J > 0, C ≥ 0 and K ≥ 0.

2.2.3.1 Overdamped Response

The system is overdamped when σ2 > ω2
0 . In this case equation (2.142) may be applied

without modification. The special case when K = 0 (ω0 = 0) results in an equivalent first-

order system, which has no static restoring (spring) force. Usually this first-order response

is analysed in terms of a first-order system, for example

Jż(t) + Cz(t) = τ(t) , (2.149)

from which the response is recovered by integrating the solution z(t) , θ̇(t). However,

the very same response may be obtained simply by substituting K = 0 directly into equa-

tions (2.142) through (2.148).

2.2.3.2 Critically-damped Response

For systems with non-zero stiffness K > 0, the nondimensional damping coefficient is

written as one of the standard equations

ζ , σ

ω0
=

C

Cc
=

C

2Jω0
=

C

2
√

JK
. (2.150)

The meaning of the damping coefficient ζ as the ratio between the viscous damping coeffi-

cient C to the critical damping coefficient Cc is that the critical value C = Cc demarcates

the oscillatory and non-oscillatory system responses. For underdamped systems, 0 ≤ ζ < 1.

When σ2 = ω2
0 (ζ = 1) the system is critically damped. In this case, both ωd = 0 and

φ0 = 0. Observing that

lim
ωd→0

sinhωdt

ωd
= lim

ωd→0

sin ωdt

ωd
= t , (2.151)

substitution into equation (2.142) results in the familiar expression for the critically-damped
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response,

γ(t) = te−σt
√

γ̇2
0 + 2σγ̇0γ0 + ω2

0γ2
0 . (2.152)

Notice that since σ = ω0, either may be used interchangeably in the final expression.

2.2.3.3 Underdamped Response

The system is underdamped when σ2 < ω2
0 . In this case, ωd (as defined) will be an

imaginary number,66 so it is customarily redefined to be the complex conjugate of equa-

tion (2.144). Thus, using jωd and jφ0 instead of ωd and φ0, respectively, in equations (2.146)

and (2.147), and then substituting into (2.142),

γ(t) = −jAe−σt sinh(jωdt− jφ0) . (2.153)

This can be rewritten via the identity −j sinh(jx) = sin(θ), to reveal the familiar equation

for underdamped oscillation,

γ(t) = Ae−σt sin(ωdt− φ0) . (2.154)

The overdamped and underdamped equations are therefore mathematically equivalent; re-

defining the damped natural frequency to maintain its realness for underdamped oscillations

is generally a matter of convenience for educational and interpretive purposes, since usually

people are more intimately familiar with the behaviour of regular sines and cosines than of

their hyperbolic equivalents.

2.2.4 Asymmetric Harmonic Motion

Many real systems exhibit appreciable asymmetric Coulomb and viscous friction, which

can be defined as
µs = τ̄s + ∆µs sgn τ(t) (2.155a)

µk = τ̄k + ∆µk sgn θ̇(t) (2.155b)

C = C̄ + ∆C sgn θ̇(t) (2.155c)

where the terms with a bar denote the mean frictional values, and those with the ∆ denote

their variation depending on the direction of applied force τ(t) or motion θ̇(t).

The asymmetric Coulomb friction can be expressed in terms of the parameters θs and

θk as before, in which case the asymmetries give rise to a constant offset in the displacement
66The imaginary number j ,

√−1 is used, in keeping with the nomenclature adopted by the electrical
engineering and control systems community.
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response θ(t) as per (2.141). The system’s displacement may thus be written in the more

general form
γ(t) , θ(t) + θk sgn θ̇(t) = θ(t) + θk sgn γ̇(t)

= θ(t) +
[
θ̄k + ∆θk sgn γ̇(t)

]
sgn γ̇(t)

= θ(t) + θ̄k sgn γ̇(t) + ∆θk ,

(2.156)

the solution of which now also contains the asymmetric rate of decay

σ , σ̄ + ∆σ sgn γ̇(t) , (2.157)

where of course γ̇(t) ≡ θ̇(t) as before, within regions of unidirectional motion.

2.2.5 The Logarithmic Decrement Method

The logarithmic decrement method is a popular way to identify an underdamped

system by examining the envelope and frequency of its oscillation. It has its roots in work

pioneered over a century ago by Lord Rayleigh [280]; recently it was revisited by Feeny

and Liang [114] to include estimation of Coulomb friction in addition to the usual viscous

vibration damping. In the following logical extension it is further shown how asymmetric

Coulomb and viscous friction too may be estimated.

2.2.5.1 The Logarithmic Decrement

Given an underdamped oscillation (2.154), its velocity may be written

γ̇(t) = Ae−σt [ωd cos(ωdt− φ0)− σ sin(ωdt− φ0)] , (2.158)

which is nil ( γ̇(t) = 0 ) when the displacement γ(t) is at a maximum or minimum (at a peak).

Denoting the nth peak displacement as γn(t), and the corresponding velocity γ̇n(t) = 0, the

angle of oscillation ωdt− φ0 at peak n can be written as

tan(ωdt− φ0) =
ωd

σ
=

√
1− ζ2

ζ
. (2.159)

The (modified) form of (2.147) for underdamped oscillation at the nth peak is

tanφ0 = − ωdγn

γ̇n + σγn
, (2.160)
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which when substituted into the trigonometric expansion of (2.159) yields

tanωdt =
ωdγ̇n

σγ̇n + ω2
0γn

. (2.161)

This expression is always nil because γ̇n = 0 by definition, and thus ωdt = nπ, from which

it follows that
σt = ζω0t = nπ

ζ√
1− ζ2

= nπ
σ

ωd
(2.162)

and
sinωdt = sinnπ = 0 (2.163a)

cosωdt = cosnπ = (−1)n (2.163b)

at the nth oscillation peak.

Substituting γ̇n = 0 into equations (2.146) and (2.160) further yield, respectively,

A =
ω0

ωd
γ0 , sin φ0 = −

√
1− ζ2 , and cosφ0 = ζ . (2.164)

Substituting the results of equations (2.162) - (2.164) into the trigonometric expansion

of (2.154) finally gives the nth peak displacement

γn = (−1)nγ0e
−nπβ = −γn−1e

−πβ ∀ n > 0 , (2.165)

where the logarithmic decrement is defined as the logarithm of the ratio between successive

peaks,
πβ , − ln

−γn

γn−1
= − πζ√

1− ζ2
= −πσ

ωd
, (2.166)

which, incidentally, is the equivalent of (−π cotφ0) at the oscillation peaks.

2.2.5.2 Asymmetric Friction Estimation

Asymmetric viscous friction can be expressed in terms of two values β+ and β− such

that equation (2.165) becomes

γn = −γn−1e
−πβ , (2.167)

where either β = β+ or β = β− depending on whether n is even or odd (exactly which is

unimportant, as long as the user is consistent with the adopted notation). For symmetric

β = β+ = β− this collapses once again into equation (2.165).

When the asymmetric dry and viscous friction of equations (2.156) and (2.157) are
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substituted at the oscillation peaks given by (2.167) and (2.166), the frictional asymmetry

of the oscillation becomes visible:

θn + θn−1e
−πβ+

= −
(
1 + e−πβ+

) [
∆θk + (−1)nθ̄k

]
(2.168a)

θn−1 + θn−2e
−πβ− = −

(
1 + e−πβ−

) [
∆θk + (−1)n−1θ̄k

]
, (2.168b)

with the substitution sgn γ̇ = sgn θ̇ = (−1)n, where n is odd if motion starts in the negative

direction (either γ0 > 0 and/or γ̇0 < 0), and even if motion starts in the positive direction

(either γ0 < 0 and/or γ̇0 > 0). The (+) and (−) superscripts on β denote the direction

of motion (sgn γ̇) between oscillation peaks, and the associated positive or negative viscous

friction bias introduced by the asymmetric damping of equation (2.157).

It is important to note that the sgn γ̇ term in equations (2.156) and (2.157) is constant

for all motion between points n and n − 1; in other words, the signum function changes

sign only in-between the oscillation peaks, not at the peaks themselves, where instead it

equals zero. Successive peak displacements are used to infer information about the motion

between those peaks, not at the peaks themselves, hence the correct sign of the signum

function as applied to the frictional term θ̄k at those peaks should be that of the velocity

between the same. This explains why the (−1)nθ̄k term can be gathered with the ∆θk term

on the right hand sides of equations (2.168).

Notice furthermore that the expression solved for θ(t) in equation (2.156) is equivalent

to the solution for γ(t) as defined, but for the sign reversal of the kinetic friction terms.

Because of this similarity in the solution form, γn may be substituted for θn in (2.168) by

reversing the sign on the right-hand sides of the equations. In this manner the friction can

be estimated from the actual data points γ(t) (since the friction-free displacements θ(t) are

unknown before the friction is estimated).

Solving for the decrement ratios,

e−πβ+
= − γn − γn−2

γn−1 − γn−3
and e−πβ− = −γn−1 − γn−3

γn−2 − γn−4
. (2.169)

These results are an extension of equation (2.166) which take advantage of the observation

that γn − γn−2 = θn − θn−2 to remove the kinetic friction contribution from the viscous

friction estimation.
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Solving (2.168) for the kinetic friction parameters, the kinetic friction is given by

θ̄k =
1

2(−1)n

(
γn + γn−1e

−πβ+

1 + e−πβ+ − γn−1 + γn−2e
−πβ−

1 + e−πβ−

)
(2.170a)

and ∆θk =
1
2

(
γn + γn−1e

−πβ+

1 + e−πβ+ +
γn−1 + γn−2e

−πβ−

1 + e−πβ−

)
. (2.170b)

The asymmetric kinetic friction may be determined directly from the logarithmic

decrement and oscillation peaks as per equations (2.170). Using the logarithmic decrement

values in equations (2.169), the respective viscous damping ratios may also be determined

from equation (2.166):

ζ± =

√
(β±)2

π2 + (β±)2
, (2.171)

from which

ζ̄ =
ζ+ + ζ−

2
and ∆ζ =

∣∣∣∣ζ+ − ζ−

2

∣∣∣∣ . (2.172)

2.2.5.3 Identification Procedure

When the viscous friction is asymmetric (∆ζ 6= 0), the oscillation will also be asymmet-

ric, complicating the natural frequency estimation. Whereas the natural frequency of the

system is of course constant, the damped natural frequency, as evident in the asymmetric

response, takes one of two values depending on the direction of motion:

ω±d =
π

∆t±
, (2.173)

where the ∆t denotes the time difference between successive oscillation peaks:

∆t+ , tn − tn−1 and ∆t− , tn−1 − tn−2 . (2.174)

The natural frequency of the system is then given by

ω0 =
ω±d√
1− ζ±

. (2.175)

(Naturally, if the theoretically equivalent +/- terms are averaged, the numerical estimation

can thereby be improved against noise in the data.)

Note lastly that the equations presented in this section are first-order approximations,

using the fewest number of data for each estimation. The approximations may be extended

to higher dimensions by further combining the successive terms defined in equations (2.168).



108

2.2.6 Forced Harmonic Oscillation

A complement to the pseudo-“free” vibration response exhibited by the parametric

harmonic oscillation is a forced oscillatory response produced by an external harmonic force

τ(t). After the transient response of the system has subsided (Ae−σt in equation (2.142) is

acceptably small for some t � t0), the steady-state response γ(t� t0) will be an oscillation

of the same frequency as that of the input τ(t).

For example, let the forcing function be defined as

τ(t) , A1 sin(ωt− φ1) . (2.176)

The persistent system response to this force is then

γp(t � t0) = A2 sin(ωt− φ2) , (2.177)

where
ω2

0 = ω2 +
R cos ρ

J
(2.178a)

and σ =
R sinρ

2Jω
, (2.178b)

and the relative amplitude and relative phase (lag) are

R , A1

A2
and ρ , φ2 − φ1 , (2.179)

respectively, both of which are measured experimentally and used to estimate the natural

frequency and damping coefficient. By slowly sweeping the excitation across a range of

frequencies ω, the traditional “sine sweep” identification procedure is performed, from which

the Bode plot of the output amplitude and phase can be constructed; only the relative

amplitude and phase (lag) need to be known for any given frequency.

2.2.7 Parametric Harmonic Oscillation Using PD Feedback

The ultimate objective of system identification is to discover the physical parameter

values from which the system’s behaviour is derived. For the systems described in this

treatment, the values of mass J, viscous friction coefficient C, and spring constant K

should be estimated. It is difficult to measure precisely the values of these parameters when

they differ greatly in relative scale. For example, when there is very little damping (ζ ≈ 0),

the behaviour is predominantly oscillatory and C will be difficult to estimate with good

confidence. Similarly, K is nearly impossible to estimate when the natural frequency of the

system is close to naught (ω0 ≈ 0). The system mass J is also hard to determine when it
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is small relative to C and K. Ideally, therefore, each of these parameters should be close

to one another in relative scale. However, this is impossible to achieve physically if the

system parameters are for some reason unchangeable, and the problem is that oscillatory

motion is required to implement most available time-domain identification techniques with

reasonable precision.

The parametric harmonic oscillation method resolves this problem by artificially mod-

ulating the energy dissipation and storage of the system. Consider the forced second-order

system

Jγ̈(t) + Cγ̇(t) + Kγ(t) = τ(t) = − [Dj γ̇(t′) + Piγ(t′)
]

, (2.180)

where D is a derivative feedback constant with the same units as C, and P is a proportional

feedback with the same units as K. The PD feedback is presumed to include a time delay

∆t , t− t′, due to any of a number of realistic factors, such as the mechanical or electrical

time constant of the motor and amplifier providing the feedback force.67

Because the whole idea behind parametric harmonic oscillation is to produce an artifi-

cially underdamped system, we can assume that the displacements have the form described

in § 2.2.3.3 on page 103. Therefore

γ(t′) = Ae−σt′ sin
(
ωdt

′ − φ0

)
= Ae−σ(t−∆t) sin [ωd(t−∆t)− φ0]

= Ae−σte∆t [cos(∆φ) sin(ωdt− φ0)− sin(∆φ) cos(ωdt− φ0)] ,
(2.181)

where the phase lag caused by time delay ∆t

∆φ , ωd∆t . (2.182)

It is convenient for the sake of synthesis to write γ(t′) and its derivative in terms of

γ(t) and the phase shift ∆φ. From equations (2.154) and (2.158) it is evident that

Ae−σt cos(ωdt− φ0) =
γ̇ + σγ

ωd
. (2.183)

From the same two equations, the derivative of equation (2.158) can be written as

γ̈(t) = Ae−σt
[(

σ2 − ω2
d

)
sin(ωdt− φ0)− 2σωd cos(ωdt− φ0)

]
= − [ω2

0γ(t) + 2σγ̇(t)
]

,
(2.184)

67Note that this ∆t is not the same as in § 2.2.5.3 on page 107.
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from which, after substituting equation (2.144), we can see that

γ̈ + σγ̇ = − (ω2
0γ + σγ̇

)
. (2.185)

Substituting equations (2.183)–(2.185) into (2.181),

γ(t′) = eσ∆t

[
γ cos(∆φ)− γ̇ + σγ

ωd
sin(∆φ)

]
= α1γ(t)− α2γ̇(t) (2.186a)

γ̇(t′) = eσ∆t

[
γ̇ cos(∆φ) +

ω2
0γ + σγ̇

ωd
sin(∆φ)

]
= ω2

0α2γ(t) + α1γ̇(t) , (2.186b)

where

α1 , eσ∆t

[
cos(∆φ)− σ

ωd
sin(∆φ)

]
and α2 , eσ∆t 1

ωd
sin(∆φ) . (2.187)

Now, gathering the terms of equation (2.180) yields the homogenous form

Jγ̈(t) + Ciγ̇(t) + Kiγ(t) = 0 , (2.188)

where
Ci , C + Diα1i − Piα2i and Ki , K + Piα1i + ω2

0Diα2i , (2.189)

with a solution of the same form as equation (2.154). Using the parametric feedback pa-

rameters Pi and Di, the system’s harmonic oscillation may be controlled as if the feedback

parameters were built into the physics of the system itself.

Notice that in the absence of a time delay (∆t = 0), α1 = 1 and α2 = 0, so that Ci

depends only on Di and Ki only on Pi.

2.2.7.1 (Pseudo-) Free Parametric Harmonic Oscillation

The significance of the parametric harmonic oscillation technique is that, for example,

heavily overdamped systems (C � K) can be identified using methods requiring oscillations,

and heavily underdamped systems (C � K) can be identified more quickly by introducing

appropriate damping. The harmonic oscillation is now controlled by appropriate selection

of values for Pi and Di.

Using the parametric values Ci and Ki, equations (2.143) and (2.145) yield

Ci = 2Ĵσi = 2Ĵζiω0i , (2.190a)

and Ki = Ĵω2
0i . (2.190b)
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The estimates ζi and ω0i (and therefore σi) are determined via system identification of the

response γ(t) (as described in the following sections). Taking any two distinct responses

i and j, the mass-based system parameters can be estimated using the mass-normalised

parameter identification of the ith and jth parametric harmonic oscillations, as follows.

The mass, viscous friction, and spring constant can be estimated as, respectively,

Ĵ =
(Diα1i − Piα2i)− (Djα1j − Pjα2j)

2 (σi − σj)
(2.191a)

and Ĉ =
σj (Diα1i − Piα2i)− σi (Djα1j − Pjα2j)

σi − σj
. (2.191b)

Similarly,

Ĵ =

(
Diα2iω

2
0i + Piα1i

)− (Djα2jω
2
0j + Pjα1j

)
ω2

0i − ω2
0j

(2.192a)

and K̂ =
ω2

0j

(
Diα2iω

2
0i + Piα1i

)− ω2
0i

(
Djα2jω

2
0j + Pjα1j

)
ω2

0i − ω2
0j

. (2.192b)

If both Di 6= Dj and Pi 6= Pj, both above estimations can be used to estimate J, C,

and K. Using the mass-based estimates, the actual damping and natural frequency can be

estimated by solving equations (2.145) and (2.154) for ω̂0 and ζ̂, respectively. Note that

since the damping will presumably be small (as this is a primary objective of the parametric

harmonic oscillation method), the frequency ω0 will usually be easier to estimate with good

numerical confidence than will the damping ζ. In practise, therefore, equations (2.192)

are generally recommended over (2.191). However, either equation can be expressed in an

alternate manner depending on which equation for the mass estimate Ĵ is substituted when

deriving the solution for C or K. In conclusion, the parametric harmonic oscillation method

is shown to provide a succinct way to estimate the physical system parameters of a system

when a method for estimating ζ and ω0 is available.
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2.2.7.2 Forced Parametric Harmonic Oscillation

For any two excitation frequencies ωi and ωj, expressions for the mass-based system

parameters may be determined as

Ĵ =
(Pi − Ri cos ρi)− (Pj − Rj cos ρj)

ω2
i − ω2

j

, (2.193a)

Ĉ =
(Ri sinρi −Di)ωj + (Rj sinρj −Dj)ωi

2ωiωj
, (2.193b)

and K̂ =
(Pi − Ri cos ρi)ω2

j − (Pj − Rj cos ρj) ω2
i

ω2
i − ω2

j

, (2.193c)

where R and ρ are defined as per (2.179). Notice that unlike the case of free parametric

oscillation, these forced parametric oscillation results are also valid when Pi = Pj and/or

Di = Dj, and furthermore circumspect the need to directly measure the frequency ω0 or

damping ζ. If, alternatively, ω0i and ζi are already known for the respective feedback values

Pi and Di, one can alternatively apply

Ĵ =
1

ω2
0i − ω2

i

Ri cos ρi =
1

2σiωi
Ri sin ρi , (2.194a)

Ĉ =
1
ωi

Ri sinρi −Di , (2.194b)

and K̂ =
ω2

0i

ω2
0i − ω2

i

Ri cos ρi − Pi (2.194c)

to obtain the same estimations.

2.2.8 Analytic Signals and Describing Functions.

A describing function simply refers to the function describing the nonlinear sensitivity

of a response to amplitude and frequency simultaneously. [308, ch.5] The Hilbert Trans-

form is one example of identification techniques which provide estimates for the describ-

ing function, and is therefore classifiable within the group of so-called describing function

“methods”. Among the kinds of systems which can be studied using the describing function

method are “almost-linear” systems containing one hard nonlinearity like backlash, and/or

algebraically nonlinear elements like nonlinear damping or compliance. The system model

studied herein falls into both of these categories, suggesting the application of describing

function analysis as one possible means of estimating the system nonlinearities.

Restrictions on use of this technique specify that the forcing function and/or response

be periodic in nature, and that only one nonlinearity be present at once. For this reason,

the Hilbert Transform is not promising for systems with multiple degrees of freedom, unless
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each degree-of-freedom can be analysed independently. In situations where measurements

are available at the physical location of each nonlinearity, this may be possible, but many

“black-box” systems may not afford this luxury. Nonetheless, the Hilbert Transform, as a

particularly straightforward implementation of describing function analysis, can be shown

to be a good point of departure for the investigation of the system nonlinearities at issue,

and indeed has been used to identify numerous actual systems as reported in the literature.

[52, 119, 120,145, 146]

To introduce the concept of describing function analysis, consider the definition of the

complex analytic signal [151, § 1.13 ]68

θa(t) = A(t)ejφ(t) , (2.195)

where the instantaneous amplitude

A(t) , A0 exp
∫ t

0
−σ(t) dt (2.196)

and the instantaneous phase

φ(t) ,
∫ t

0

ω(t) dt + φ0 . (2.197)

The analytic signal (2.195) may now be written

θa(t) = A0e
jφ0 exp

∫ t

0
{−σ(t) + jω(t)}dt = A0e

jφ0 exp
∫ t

0
s(t) dt , (2.198)

where the complex angular frequency 69

s(t) , −σ(t) + jω(t) . (2.199)

The analytical signal theory has its roots in complex-valued functional analysis as

pioneered by Cauchy, Johann Carl Friedrich Gauss (mathematician, 1777–1855), George

Green (mathematician, 1793–1841),70 and, in particular, G. F. Bernhard Riemann (math-

ematician, 1826–1866).

In essence, using the complex-valued functional analysis introduces an additional

degree-of-freedom in the identification which can then be used to capture the nonlinearity

dependent upon the two dimensions of frequency and amplitude, as opposed to frequency by
68In their paper, Ruzzene et alii [289] confuse the nomenclature, as elaborated in [79].
69—Also known as the Laplace operator s.
70Green’s work was independently achieved by Mikhail Ostrogradski (mathematician, 1801–1861), though

largely overlooked until rediscovered by Lord Kelvin in 1846.
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itself (which is the restriction inherent to linear frequency analysis). This two-dimensional

space is called the Hilbert Space, hence the connection between the Hilbert Transformation

and the describing function method.

2.2.9 Hilbert Transform.

Describing function theory has been used extensively to determine the individual char-

acteristics of friction, backlash and compliance [52,63,85,117–123,145,146,151,165,166,245,

293, 307]. A decribing function is simply a single-frequency pair of sinusoids, phase-shifted

in such a way as to form a pair of basis functions, and subsequently used to test the system

modes and mode shapes. To this end, it is ideal for measuring either nonlinear compliance

or friction in a drive train. Pseudo-linear friction and backlash elements are known to enter

limit cycles when driven by harmonic signals; hence, describing functions can also be used

to identify these additional properties.71

The analytic describing function for an excitation torque may be written as

τa(t) = τm(t) + jτ̃m(t) , (2.200)

where the complex component is denoted by j ,
√−1, and the effective motor torque is

τm = τRm + jτIm , (2.201)

with a Hilbert Transform τ̃m defined by the (temporal) convolution

τ̃m(t) , H{τm(t)} , τm(t) ∗ − 1
πt

. (2.202)

Here the R and I superscripts denote the real and imaginary arguments, respectively. In

the frequency domain, the Fourier Transform of the envelope −1/(πt) is simply j sgn ω,

τ̃m(s = jω) = j sgnωτm(s) . (2.203)

This property provides the orthogonalisation required to make the analytic function repre-

sentation a basis for the Hilbert Space.

Let the system identification excitation signal be the analytic signal τa(t) given above

in (2.200). In polar form this can be written according to Euler’s identity

τa(t) = A(t)ejφτ (t) = A(t) [cos φτ (t) + j sinφτ (t)] (2.204)

71Friction and backlash may be considered psuedo-linear because they are linear in steady-state operation.
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so that
τm(t) = A(t) cosφτ (t) and τ̃m(t) = A(t) sinφτ (t) , (2.205)

where the instantaneous amplitude is

A(t) =
√

τ2
m(t) + τ̃2

m(t) (2.206)

and the instantaneous phase

φτ (t) = arctan
τ̃m(t)
τm(t)

. (2.207)

Note that

τm(t) =
τa(t) + τ∗a (t)

2
, (2.208)

where τ∗a denotes the complex conjugate of τa.

Now consider a generic second-order viscoelastic system

θ̈m(t) + 2ζω0θ̇m(t) + ω2
0θm(t) =

1
J

τm(t) (2.209)

where: θm(t) is the motor rotation (rad/s);

ζ is its proportional, symmetric damping;

ω0 is its undamped natural frequency (rad/s);

τm(t) is the applied system identification torque (N ·m).

Assuming the Hilbert Transform is a (quasi-)linear operator for the given system,72 trans-

forming both sides of the equation of motion yields

¨̃
θm(t) + 2ζω0

˙̃
θm(t) + ω2

0 θ̃m(t) =
1
J

τ̃m(t) , (2.210)

which when multiplied by j and added to (2.209) yields

(θ̈m + j
¨̃
θm) + 2ζω0

(
θ̇m + j

˙̃
θm

)
+ ω2

0(θm + jθ̃m) =
1
J

(τm + jτ̃m) , (2.211)

or simply
θ̈a(t) + 2ζω0θ̇a(t) + ω2

0θa(t) =
1
J

τa(t) , (2.212)

where the subscript “a” denotes the analytic signal formulation.
72According to Bedrosian’s Theorem [36] the Hilbert Transform is commutative with respect to derivatives,

that is, H{θ̇} = Ḣ{θ} = ėθ when the frequencies of the commuted elements are non-overlapping, id est , they
are sufficiently “well-spaced” in the frequency domain.
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Note that the first and second derivatives of the instantaneous amplitude given in

equation (2.196) are, respectively,

Ȧ(t) = −σA(t) and Ä(t) =
(
σ2 − σ̇

)
A(t) . (2.213)

The derivatives of the instantaneous phase given in equation (2.196) are somewhat simpler,

φ̇(t) = ω(t) and φ̈(t) = ω̇(t) . (2.214)

Combining these into equation (2.195), the derivatives of the analytic signal can be written

as

θ̇a(t) = −sθa(t) and θ̈a(t) = (s2 − ṡ)θa(t) . (2.215)

In other words, the Laplace operator s(t) allows the derivatives to be written in algebraic

terms of the original analytic signal itself.

Substituting equations (2.195) and (2.215) into equation (2.212),

(s2 + 2ζω0s + ω2
0)θa(t) =

1
J

τa(t) . (2.216)

The characteristic equation of this (forced) analytic oscillation is the solution of the paren-

thetical term:
s2 + 2ζω0s + ω2

0 =
τa(t)
Jθa(t)

. (2.217)

The inverse of this characteristic equation is the describing function of the system—“the

complex ratio of the fundamental component of the nonlinear element [response] by the

input [excitation] sinusoid” [308, p.168]—and reveals that the solutions for s (the roots

of the characteristic equation) in fact denote the poles of the system (as expected from

the usual Laplace-domain representation). This also demonstrates quite clearly that the

analytical signal representation formed by applying the Hilbert Transform is an apt form

for performing the describing function analysis on the original system.

The square of the Laplace variable (the angular complex frequency) as defined in

equation (2.199) is

s2 = (σ + jω)2 =
(
σ2 − ω2

)
+ 2jω , (2.218)

and its derivative is
ṡ(t) = σ̇(t) + jω̇(t) . (2.219)

Substituting these terms into (2.215) and separating real and imaginary components, the
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dual solution emerges as

σ2 − ω2 + 2ζω0σ + ω2
0 + σ̇ =

{
τa(t)

Jθa(t)

}R
(2.220)

and 2ω(σ + ζω0) + ω̇ =
{

τa(t)
Jθa(t)

}I
. (2.221)

Solving for the natural frequency and decay rate,

ω2
0 =

(
σ2 + ω2

)
+

σω̇ − σ̇ω

ω
+

[{
τa(t)
Jθa(t)

}
R

− σ

ω

{
τa(t)
Jθa(t)

}
I
]

(2.222a)

and

ζω0 = −
(

σ +
ω̇

2ω

)
+

1
2ω

{
τa(t)
Jθa(t)

}I
. (2.222b)

Noting that C = 2Jζω0 and K = Jω2
0 , and that equation (2.213) yields

σ(t) = −Ȧ(t)
A(t)

, (2.223)

substitution into (2.222) results identically in the solution which is published by Feldman

[118, eq.(3)].73 When the excitation torque τa(t) ≡ 0, the solution reduces to and agrees with

the free response of Feldman [117, eq.(6)]. The instantaneous frequency and amplitude can

thus be solved simply by using the Hilbert Transform and the first and second derivatives

of the instantaneous amplitude and instantaneous phase of the free vibration response, or

for that matter the forced response as well, provided the inertia J (or mass) is known.

Note that the necessity of first- and second-order derivatives, however, will in practise

typically increase the noise level in the estimations because of precision errors inherent to

the numerical evaluation of derivatives using digital computers.

In a typical system identification procedure the inertia of the system will not be known

a priori, however, so the forced vibration analysis requires further information about the

system. Feldman proposes to estimate the mass (or inertia) by solving equation (2.222) for

J with the assumption that ω0(t) varies negligibly over short time intervals. The inertia may

be obtained by expressing equation (2.222) for two consecutive time instants t1 and t2 which

are close enough to one another that ω0(t2) & ω0(t1), and then solving for J [118, eq.(5)];

the approximation is technically a finite difference approximation to the derivative obtained
73Note that Feldman uses mass m instead of inertia J , and also a different notation for the rate of decay,

denoted in his paper by the variable h0.
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in the calculus when (t2− t1) → 0, however, instantaneous differentiation is discouraged by

Feldman because it exacerbates machine precision errors when numerically evaluated on a

digital computer.

2.2.9.1 Evaluation of the Instantaneous Amplitude and Phase

Solving equation (2.214) for the definition of the complex angular frequency given

in (2.199),

s(t) = −σ(t) + jω(t) = − θ̇a(t)
θa(t)

, (2.224)

from which it follows that

σ(t) =
θ̇a(t)
θa(t)

R

and ω(t) = − θ̇a(t)
θa(t)

R

. (2.225)

Now the expressions (2.213) for the instantaneous amplitude and (2.214) for the instanta-

neous phase may be written in terms of the analytical system response:

Ȧ(t) = A(t)
θ̇a(t)
θa(t)

R

and Ä(t) = A(t)

(
θ̈a(t)
θa(t)

R

+
θ̇2
a(t)

θ2
a(t)

I
)

(2.226a)

and

φ̇(t) =
θ̇a(t)
θa(t)

R

and φ̈(t) =
θ̈a(t)
θa(t)

I

− 2
θ̇a(t)
θa(t)

R

θ̇a(t)
θa(t)

I

. (2.226b)

With the appropriate substitutions now the frequency and damping of eqs. (2.222) can

be expressed purely in terms of the analytic signal representation of the system response

and excitation, and their derivatives.

2.2.9.2 Application to Linear and Quasi-Linear

Second-Order Systems

When the frequency and damping are constant (linear and time-invariant), or slowly-

varying (quasi-linear), the instantaneous radial velocity (more commonly called the rate of

(amplitudinal) decay) can be written in the familiar way,

σ(t) = ζω0 , (2.227)

and the instantaneous phase as

φ(t) = ωdt + φ0 , (2.228)
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where the instantaneous angular velocity ω(t) ≡ ωd is now the (constant) damped natural

frequency. The resulting time-invariant, second-order oscillation can thus be expressed as

θa(t) = A0e
jφ0e

R t
0 s(t) dt = A0e

−ζω0tej(ωdt+φ0) , (2.229)

which has the familiar form for linear second-order systems. For this kind of system, equa-

tions (2.222) may be simplified to read

ω2
0 =

(
σ2 + ω2

d

)
+

[{
τa(t)

Jθa(t)

}
R

− σ

ω

{
τa(t)

Jθa(t)

}
I
]

(2.230a)

and

ζω0 =
1

4ωd

{
τa(t)
Jθa(t)

}
I

. (2.230b)

2.2.10 Wavelet Transformation.

Authors M. Ruzzene et alii [289] present in their article a very useful bridge from the

Hilbert Transform method for vibration analysis to the Wavelet Transform method. The

conceptual relationship between the two is made in a refreshingly lucid manner.74 The

independent article by Huang Dishan [89] is also a useful guide bridging the Hilbert and

wavelet transforms. Together with the article by Ruzzene, a formidable signal processing

method is presented.

As mentioned before, the wavelet transform is an attractive alternative to the Hilbert

Transform because it provides inherent temporal localisation which the latter method is

incapable of doing. The result is a comparable analysis, with the additional (and significant)

advantages of reduced noise and true multimodal (or multiple degree-of-freedom) analysis

capability.

2.2.10.1 The Morlet Wavelet

The Morlet Wavelet is used as the basis function for the considered wavelet transfor-

mation. Morlet’s Wavelet is a specific instance of the general function

g(t) , A exp
{− (αt2 + βt + γ

)}
, (2.231)

74Nonetheless some small technical errata exist; the reader should be especially cautious regarding in-
terpretation of their nomenclature, as the authors confuse the distinction between instantaneous phase and
instantaneous angular velocity in a number of places throughout the paper. Please refer to [79] for a complete
discussion.
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where A, α, β, and γ are some constants. When this function is first translated (time-

shifted) by some amount b, and then dilated (scaled) by some amount a, we can write

g

(
t− b

a

)
= A exp

{
−
[
α

(
t− b

a

)2

+ β

(
t− b

a

)
+ γ

]}

= A exp

{
−
[
α

(
t

a

)2

+
(

β − 2αb

a

)(
t

a

)
+
(

α
b2

a2
− β

b

a
+ γ

)]}
.

(2.232)

Selection of the values a = 1 and b = 0 suppress the dilation and translation properties

of the wavelet, respectively, yielding the so-called mother wavelet. Both Ruzzene et alii [289,

eq.(2)] and Dishan [89, eqs.(8), (10)] use the Morlet Wavelet mother obtained by first

substituting the parameter values

A = 1/
√

a , α = 1/2 , β = −jωc , γ = 0 (2.233)

into equation (2.232), yielding

g
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)
b

a

]}
, (2.234)

and then setting a = 1 and b = 0 to ultimately produce

g(t) = ejωcte−t2/2 , (2.235)

where ωc is the centre frequency of the wavelet.75

2.2.10.2 The Morlet Wavelet Transformation

The wavelet transformation under consideration is proportional to the convolution of

this analysing wavelet g((t− b)/a) with some signal x(t).76 As demonstrated by Ruzzene et

alii [289, eq.(3)], this convolution may be performed either directly or, alternatively, via the

convolution theorem of the Fourier Transform, which defines the (inner product) transform

pair (exempli gratia [273, eq.(12.0.9)])

Conv(x, g) = <x(t), g(t)> = x(t) ? g(t) ⇐⇒ X(ω) ·G(ω) . (2.236)

75Ruzzene et alii use the symbol ω0 for the centre frequency, which is avoided here to prevent confusion
with the undamped natural frequency of the system. Also note that the value of A used by Ruzzene (as
defined in (2.233)) differs from that used by Dishan in [89, eq.(11)].

76Note that Dishan uses the variables h and f , respectively, in place of g and x.
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Furthermore, the correlation theorem of the Fourier Transform defines the transform pair

(exempli gratia [273, eq.(12.0.10)])77

Corr(x, g) ⇐⇒ X(ω) ·G(−ω) = X(ω) ·G∗(ω) , (2.237)

which estimates the similarity of the frequency content between X(ω) and G(ω). Since

the wavelet has a Gaussian window (embodied by its exponential envelope), the frequency

correlation is also localised in time. This dual time-frequency localisation is the essential

usefulness provided by signal processing using the wavelet transformation.

The wavelet transformation can thus be written in terms of the inverse Fourier Trans-

form of the spectra X(ω) and G∗(ω): 78

W , F−1 {F {x(t)} · F ∗ {g(t)}} = F−1 {X(ω)G∗(ω)} (2.238)

=
1√
2π

∫ +∞

−∞
X(ω) ·G∗(ω)ejωt dω , (2.239)

where G∗ is the complex conjugate of the Fourier Transform

G(ω) , 1√
2π

∫ +∞

−∞
g

(
t− b

a

)
e−jωt dt . (2.240)

Using the Gaussian Fourier pair [151, § 1.7.1 ] [313, #15.75]∫ +∞

−∞
A exp

{− (px2 + qx + r
)}

dx = A

√
π

p
exp

{
q2 − 4pr

4p

}
(2.241)

and substituting equation (2.232) into (2.240), it can be shown that

G(ω) =
aA√
2α

exp

{
(β + jωa)2

4α

}
exp {−(γ + jωb)} . (2.242)

The conjugate of the Fourier Transform of equation (2.234) is now

G∗(ω) ,
√

a exp
{
−1

2
(aω − ωc)2

}
e+jωb . (2.243)

77The equality on the right-hand side is possible because x is real-valued and g is composed of an even
real component and an odd imaginary component. [273, § 12.0 ]

78We use the symmetric form of the Fourier Transform definition, which premultiplies both the forward
and inverse transformations by a factor of 1/

√
2π, exempli gratia [318, eq.(4.3.12)].
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In tandem, equation (2.238) becomes

W =
√

a

2π

∫ +∞

−∞
X(ω) exp

{
−1

2
(aω − ωc)

2

}
exp {jω (t + b)}dω , (2.244)

where the signal spectrum X(ω) is typically computed via the fast Fourier Transform algo-

rithm.79

2.2.11 Wavelet Transformation of an Analytic Signal

When the mathematical form of the signal x(t) under analysis is known (or assumed),

a closed analytical form of the wavelet transformation may be derived by evaluating the

(correlation) convolution integral directly: [289, eq.(1)] [89, eq.(1)]

W =
∫ +∞

−∞
x(t) g

(
t− b

a

)
dt . (2.245)

However, generally the Fourier Transform of the conjugate is not necessarily equivalent to

the complex conjugate of the Fourier Transform.

Dishan shows that the wavelet transformation can be used to construct a passband

of Hilbert Transformers across the frequency range of interest. Ruzzene et alii show that,

alternatively, the wavelet transformation can be used to “focus in” on frequencies of interest,

by tuning the wavelet centre frequency ωc. The necessary stipulation is that the dilation

a −→ ωc/ω(t) = ωc/φ̇(t) . (2.246)

Observing that the wavelet transformation

W =
√

ak(t) exp
{
−1

2
(aωd − ωc)

2

}
exp {jωd(t + b)}

=
√

ak(t) exp
{
−1

2

(
aφ̇ − ωc

)2
}

exp
{
jφ̇(t + b)

}
,

(2.247)

now the dilation tuning described by equation (2.246) is evident. In practise, a first iteration

of equation (2.247) with some dilation a will yield a fair estimate of φ for the frequency

with the highest correlation for that initial value of a, which can be used in (2.246) above

to iterate a. In practise, only two numerical iterations are generally needed to focus the
79Note that this result differs from [289, eq.(3)], which neglects the exponential term ejωt inherent to the

inverse Fourier Transform, the scaling factor
√

a, and also the factor of
√

2π from one or the other of the
transform G(ω) or W (these factors are, however, evident in Dishan [89, eq.(11)]). More importantly, all
references to G(ω) in the original work by Ruzzene et alii should have the relevant exponential halved, in
accordance with other references on the Morlet wavelet.
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dilation almost precisely onto the nearest frequency.

The phase relation is given by

∠ W = φ̇(t) (t + b) = ωd(t + b) , (2.248)

and is equal to ωdt when the time shift b = 0. Thus the time derivative of the phase angle

of the wavelet yields the damped natural frequency ωd of the mode focused by dilation

parameter a. The magnitude of this mode is then simply

A(t) =
1√
a
|W | =

√
φ̇

ωc
|W | =

√
ωd

ωc
|W | = 1√

ωc
|W | d

dt
∠W . (2.249)

The negative slope of the natural logarithm of amplitude k(t) is then equal to the decay

rate σ. Once the decay rate and damped natural frequency are known, the damping ratio

ζ and undamped modal frequency ω0 may be determined via the relations given in (2.143)

and (2.150), analogous to the Hilbert Transform analysis.

2.3 Summary

Each method as presented has its own set of particular strengths (and, of course,

shortcomings too). The experiences of the author in this regard are summarised here.

The logarithmic decrement method is the simplest in concept, and is familiar to re-

searchers working in the area of vibration analysis and control. It does not require any

time-frequency transformations, instead extracting significant information from the dis-

placement history alone. The log decrement method has been extended for the first time to

asymmetric friction, but can only be used to process free vibrations (of underdamped sys-

tems). Also, a minimum number of oscillations are necessary and the procedure is sensitive

to noise. The log decrement can furthermore only be used for linear, second-order systems,

or ones with very slowly-varying parameters.

The Hilbert Transform is the simplest analysis to compute, algorithmically speaking,

but does involve a more complicated approach. It has the advantage of being able to han-

dle quasi-linear systems with some amplitudinal dependence, as well as the usual frequency

dependence. It can also be applied to systems under forced harmonic oscillation. Unfortu-

nately, the need for derivatives of the Hilbert Transform in the analysis tends to worsen the

signal-to-noise ratio of the information extracted from the system displacement history.

The work of Ruzzene et alii , together with that of Dishan, bridge the relationship be-

tween the Hilbert Transform and Morlet Wavelet Transformation in a manner most useful

for the modal analysis of linearly separable, multimodal oscillatory systems. Nonlinear vis-
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cous damping and frequency, or distributed linear frequencies and associated modal damp-

ing, are both made possible in a computationally fast manner using the Hilbert Transform,

or alternatively in a clean, noiseless manner of signal processing by the wavelet transfor-

mation. In spite of some minor discrepancies within the literature cited, both methods are

shown to be very relevant and indeed useful.

The wavelet transformation offers the best of all possible solutions in the following

sense: it has all the advantages of the Hilbert Transform method, with none of the draw-

backs. The analysis is relatively noise-free and accurate, and can be used in parallel to

extract multi-modal information from the same response data. If there is any disadvantage

then it is the relatively high computation intensity required to perform the analysis. Still, on

modern hardware (id est , a digital signal processor) this issue is not a hampering concern.

The wavelet analysis further shows promise of being able to distinguish either asymmet-

ric friction or kinetic and viscous damping, although this is not shown in this thesis; the

concept involves examining the periodic “flutter” evident in the envelope and phase of the

transformed oscillation signal.

The choice of which analysis to use obviously depends on the extent of nonlinearity

present in the system, but if the system is quasi-linear, then a case can be made to apply

the logarithmic decrement if asymmetry is of interest, which otherwise is not known to be

possible with the other methods.

Lastly, and most importantly, the parametric harmonic oscillation method allows one

to obtain the kind of response that is necessary to apply any of the discussed analytical

techniques. Using PD feedback, it has been shown that even in the presence of a time delay

in the feedback loop, it is easily possible to produce any kind of harmonic oscillation which

may be deemed necessary to produce representative response data for subsequent analysis.

Although not all nonlinearities are examined in full—dynamic friction effects and im-

pact backlash, though modeled heavily, are not evaluated together with the servo friction

and nonlinear compliance identification methods presented—nonetheless this work repre-

sents solid ground from which to extend studies in the direction of identifying, and even-

tually, controlling these machine tool drive train nonlinearities as they act in concert to

confound machining precision and accuracy between, and across, tooling runs.
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Experimental Apparata.

The experiment is designed to assess the validity and usefulness of asymmetric viscous

and kinetic friction identification as predicted by theory and simulation. To verify the

extended logarithmic decrement method in conjunction with the technique of parametric

harmonic oscillation, two systems known to have measurable degrees of both viscous and

kinetic friction were used for the experimentation. One system moves rotationally and the

other translationally, allowing the techniques to be proved for the two fundamental types

of machine motion. More importantly, these two motions are both manifest in common

machine tools, providing a germane link to the study of machine tool dynamics. The first

system studied was the mechanical positioning test bed which will be used for continued

work in the area of nonlinearity identification and control of machine tool spindles and

cutting tools; the second system was the inverted pendulum used for mechatronics education

at Rensselær, and represents the motions present in machine tool workpiece positioning

tables.

3.1 Hardware.

The mechanical positioning test bed is a unique device allowing the user to indepen-

dently adjust kinetic friction, backlash and compliance in the rotating spindle between a

motor and an end effector. The nonlinearities can be arbitrarily combined to mimick the

dynamics of a number of realistic machine tools. The test bed was designed with this pur-

pose in mind, and therefore has parameter variability similar to friction in common servo

systems, backlash in common gear mechanisms, and compliance in common linkages and

effectors. The spindle can rotate continuously and can be used to control any of a vari-

ety of attachments; one previous experiment used the test bed to examine the effect of

drive nonlinearities on the precise positioning of a flexible beam affixed to the end of the

spindle. [82].

The inverted pendulum system is basically a stick-balancing device originally con-

structed for educational purposes. The pendulum swings about a pivot point attached to

a cart which can move back and forth on a linear track. A DC motor applies a linear force

to the cart to maintain a central displacement whilst keeping the stick from falling over.

Both systems use optical encoders to measure displacement with excellent accuracy

and as little noise as possible.
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3.1.1 Equipment.

Two dynamic systems were invesigated to verify the parametric harmonic oscillation

method for system identification, one with a rotating shaft, and the other with a linear

track. Either system represents a typical machine motion, and either is known to exhibit

asymmetric friction characteristics, as inferred by the observation of drift in the displace-

ment output when excited with a zero-mean sinusoidal input. The mechanical positioning

test bed shown in Figure 1.7 is the rotational system used; the other is a newer system, an

inverted pendulum shown in Figure 3.1.1.

rotary

cart

encoder
DC motor

pendulum

Figure 3.1: The linear inverted pendulum system at Rensselær.

The inverted pendulum system rides on a cart which traverses a linear track, as shown,

and is described in detail in [355].

3.1.2 Hardware Interface.

In order to acquire the oscillation response data and also provide the real-time PD

feedback required for the parametric harmonic oscillation method, a data acquisition and

control hardware interface must be interposed between the computer providing the data

storage and system feedback capabilities and the systems under investigation. The equip-

ment consists of an IBM r©-compatible minicomputer (the so-called personal computer, or
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PC ), containing a quadrature decoder board and a data acquisition card, and a low-pass

analogue filter bank used for high-frequency noise reduction and anti-aliasing. The partic-

ular computer used for the experiments presented herein was a GateWay 2000 r© Pentium

II, the decoder card a Technology 80 r© TE5312B, the data acquisition card a National

Instruments r© Lab-PC+, and the filter bank an Avens Signal Equipment r© model 4000.

3.1.3 Signal Wiring.

Appropriate wiring and auxiliary hardware must be used between the systems and the

computer interface. The PMI ServoDisc motors’ current, in both the pendulum and test bed

systems, is modulated by PMI Servo amplifiers, carried by Gaussian-shielded heavy-gauge

wiring. The wiring must be shielded to reduce noise from the 40-kHz switching action of the

amplifiers, and it must be grounded at the amplifier end only, to prevent turning the shield

into a noise antenna by way of creating a ground loop. Optical encoders for both the test

bed and the pendulum system can be directly connected to the decoder board’s quadrature

inputs. The motor command and current feedback signals are each passed through the low-

pass filter to prevent high-frequency noise and signal aliasing, respectively. All analogue

signals are passed through coaxial cables to preserve a high signal-to-noise ratio. A wiring

diagramme showing all these connections is shown in Figure 3.1.3.

Figure 3.2: Equipment Wiring Diagramme.

3.2 Software.

3.2.1 Data Acquisition Interface.

Data acquisition code was written to acquire real-time data from the dynamic sys-

tems under investigation. This software runs on the computer and coordinates the data
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acquisition and feedback control. The code itself is described in detail in Appendix C.

3.2.2 Simulation.

Simulation code was developed in collaboration with Jeongmin Lee (M.S.) to provide a

means for comparing the actual test bed motion with the analytical model structure used in

the identification procedures. The simulator integrates the model structure for a given set

of parameter values, producing a simulated time response for the displacement and velocity

of each of the three subsystems “A”, “B”, and “C” of the test bed.

The simulation has some important abilities which can assist in the development of

a working model of the system and/or evaluation of control system designs to mitigate

the system nonlinearities. One is the ability to “lock” into place any or all of the three

subsystems, so that they cannot move. Another is to excite subsystem “A”, the backlash

arm, with an arbitrary forcing function; this applied torque can be a function of the system

states, and thus be used to simulate a feedback control system based on displacements

and velocities. The simulation also allows specification of a backlash function which can

include impact dynamics based on system states; this could be as simple as a coefficient-of-

restitution impact, or as comprehensive as the impact dynamics described by this thesis in

§2.1.2.

The simulation constitutes a complete model of the mechanical positioning test bed

and is thus a very useful tool for verifying identification and control algorithms developed

for that system. It also can simulate various more generic motions like forced or unforced

harmonic oscillations with single or multiple degrees of freedom.
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Method of Procedure.

4.1 System Identification Methodology.

The overarching philosophy for identifying the system properly is to subdivide the

overall system into as many decoupled, independently-acting components as possible. Such

separability will always occur at the couplings between the various subsystems, if and when

it is possible. In some cases only a “lumped” identification will be possible, though this

need not necessarily compromise the controllability of the identified system. Nonetheless, a

detailed understanding of each nonlinear element in the drive will naturally aid the process.

At relatively high steady velocities, the elements of backlash and stiction are elim-

inated, and the lumped motor and shaft dynamics can be identified as a second-order

system with linear friction (kinetic+ viscous). A simple step response method can be used

to identify the second-order characteristics, with a low-frequency, DC-biased square-wave

identification signal; the overshoot and speed-of-response to the square wave will determine

the damping and damped natural frequency of the system, and the data can be fit to deter-

mine the system inertia and fundamental compliance. The viscous and kinetic frictions can

be found by a simple linear fit to the obtained data at different steady-state velocities. By

subsequently reducing the DC bias so that the modulated speed at its minimum is very near

zero, but still positive, the static friction and critical Stribeck velocity may be determined.

At this point the dynamic friction and rigid-body dynamics are both fully determined. Vari-

ations in the identified parameters may be fit to a periodic function to check whether there

is any correlation between the rotational angle and friction force, which in many machines

will often be the case. [234]

The method of parametric harmonic oscillation described in §2.2.7 has an advantage

over producing a fit with the step response data, because oscillations can be produced for

even overdamped systems; oscillating the system allows estimation of the frequency as well

as the damping.

The rising static and presliding frictions can be determined from a purely static test

where the applied torque is ramped up in a quasi-steady-state manner. The breakaway

force and rate of ramping are used to determine the rising friction time constant, and refine

the static friction estimate. The full dynamic friction model is then available.

Backlash can be determined by applying some constant torque and measuring the

relative shaft displacements. The nonlinear backlash and compliance characteristics may

be determined using a describing function method like the Hilbert Transform over a range

129
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of frequencies and amplitudes.

If the motor can be decoupled from the shaft then it is possible to separately identify

the motor and shaft dynamics. Note, however, that if there is no backlash then such a

procedure would be moot. The most challenging aspect to separate friction and dynamics

identification for the motor and shaft will be when a small backlash gapwidth exists which

cannot be removed for the sake of identification. In this case, either a lumped model

approximation must be used, or identification attempted with very small signal amplitudes,

which under some circumstances may be meaningless in terms of the macroscopic system

response.

What is interesting and useful about the lumped system is that with careful analysis,

certain parameters can be rendered trivial under particular operating conditions. For ex-

ample, when the system is at rest, all the velocity terms cancel and what is left is a static

deflection and force problem, which can be easily evaluated to render the static terms.

Similar simplifications emerge with sufficiently large steady-state speeds. These may be

subsequently used to facilitate further identification of the remaining parameters of import.

Once rough estimates of the system parameters are obtained, the machine can be brought

“on-line” and an on-going, adaptive estimation may be implemented in the background, to

constantly monitor and track the machine’s operating characteristics. The identification

procedure should be simple and automatable to ease its implementation on the machine

tool shop floor, and it must be accurate enough to provide marked improvements in tooling

quality and machine health monitoring.

Substituting the obtained values into the full model, the parameters can be updated on-

line during regular operation using an adaptive strategy. This now allows a comprehensive

control strategy to be developed using the full model in situations where the subsystems

are dynamically coupled during normal use. The decoupling strategy of the initial, off-

line identification phase now acts as a baseline against which to compare the adaptively-

measured machine characteristics, providing the possibility of machine health monitoring

as well as improved controllability.

4.2 Procedural Motivation.

The reason for identifying macroscopic friction effects is the immediate applicability

to industrial servosystems. Before microscopic effects like the dynamic friction models dis-

cussed at length in §2.1.1 can be of use, the macroscopic frictional behaviour should be

understood. Similarly, the parametrically oscillated responses described allow for (mul-

timodal) compliance estimation in addition to viscous and/or kinetic friction estimation.

Between the methods expounded in this thesis, the only “missing” nonlinearity is that of
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backlash. However, backlash in and of itself is somewhat less challenging to study than

friction, because the dynamics are relatively straightforward to estimate in the absence of

other nonlinearities. Since a number of new contributions are made for friction identification

within the present work, other nonlinearities are surveyed with mathematical detail, but not

investigated experimentally. This provides a solid departure point for future contributions

in those areas.

4.3 Verification of the Proposed Identification Techniques.

Aiding the verification procedures were previous analyses of the two systems studied.

For both systems, the motor inertias and frictions were published in the manufacturer’s spec-

ifications. [263,264] The pendulum system mass was measured using a scale, and the friction

in that system was observed to be almost completely dominated by the motor friction, imply-

ing that little difference should be found between the pednulum system identification with

and without the cart mass. The test bed inertias and frictions were both computed using

the material properties and geometries, and also identified by Prakah-Asante et alii [271]

using the auto-regressive moving average with exogenous input (ARMAX) method. These

previous results provided a solid set of information for testing the validity of the proposed

identification method.

Furthermore, the identification techniques proposed were first proved in simulation,

with very good results. The experimental data would therefore be anticipated to have an

identification accuracy on the order of, but certainly not better than, that afforded by the

simulation results (about five per cent).
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Experimental Results.

In most cases, only about 4-12 oscillation peaks were available per oscillation for estimation

using the log decrement method. (A representative oscillation is shown in Figure 5.1.) The

more accurate results are therefore obtained for lightly-damped parametric oscillations,

highlighting again the usefulness of derivative feedback for reducing the system damping.

Generally speaking, the more oscillations, the better the log decrement estimation. On the

other hand, the method works fairly well even with the minimum of two to four oscillation

peaks.
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Figure 5.1: A Representative Parametric Harmonic Oscillation.

Table 5.1 shows the simulation parameters identified using the proposed methods on
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systems with various combinations of viscous and kinetic friction. Since the estimation of

parameters using the simulated response has an accuracy only on the order of about five

per cent, this would be the anticipated baseline accuracy for analysis using experimental

data. Unlike some other methods, the logarithmic decrement method uses only a fraction of

the information avaliable in the data (the peak times and values). This has the advantage

of allowing parameter estimation in the presence of noise, however this is traded off for

a moderate loss in accuracy. It is nonetheless also one of the few methods available for

determining the friction asymmetry in such a straightforward manner.

When the estimation for K is corrected with the information that there should be no

spring force in the system, the mass estimate is greatly improved (this is how the pendu-

lum system information in Table 5.3 on page 138 is corrected). This shows that quality

of the mass estimation depends directly on the quality of the frequency and damping data

measured during oscillation. In practise, the frequency estimation is quite accurately ac-

complished by examining the zero- (or mean-) crossings of the oscillation; it is the damping

estimates determined by the log decrement method which generally exhibit the larger of

the estimation errors.
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Figure 5.2: Time Delay in the PHO Feedback Loop.
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Table 5.1: Simulation: Log-Decrement Identification.

ω0 (rad/s) f̄k ±∆fk (Nm) c̄±∆c (Nms/rad)

simulated 3.162 0.2000± 0.5000 0.4000± 0.3000

estimated 3.277 0.2148± 0.5370 0.4140± 0.3109

% error 3.6% 7.4%± 7.4% 3.5%± 3.6%

simulated 4.000 0.2000± 0.5000 0.3000± 0.4000

estimated 4.129 0.2130± 0.5326 0.3095± 0.4129

% error 3.2% 6.5%± 6.5% 3.2%± 3.2%

simulated 4.000 0.0700± 0.1300 0.3000± 0.0000

estimated 4.023 0.0715± 0.1352 0.3015± 0.0002

% error 0.6% 2.1%± 4.0% 0.5%± 0.2%

simulated 4.000 2.0000± 2.0000 0.6250± 0.1250

estimated 4.024 2.0098± 2.0316 0.6155± 0.1134

% error 0.6% 0.5%± 1.6% 1.5%± 9.3%

simulated 2.000 0.0000± 0.0000 0.4000± 0.3000

estimated 2.094 0.0000± 0.0000 0.4184± 0.3141

% error 4.7% 0.0%± 0.0% 4.6%± 4.7%

simulated 2.000 0.2000± 0.0000 0.5000± 0.0000

estimated 2.015 0.2030± 0.0001 0.5034± 0.0000

% error 0.8% 1.5%± 0.1% 0.7%± 0.0%

simulated 4.000 6.2500± 5.7500 0.6250± 0.1250

estimated 4.026 6.3193± 5.7178 0.6293± 0.1288

% error 0.7% 1.1%± 0.6% 0.7%± 3.0%

simulated 4.000 0.4000± 0.3000 0.1000± 0.0000

estimated 4.114 0.4213± 0.2836 0.1013± 0.0008

% error 2.9% 5.3%± 5.5% 1.3%± 0.8%

In the actual parametric harmonic oscillation implementation, there is a measurable

time delay between the PD feedback command and the actual PD current fed back through

the motor, as seen in Figure 5.2 on the page before. Here both the constant time delay is

visible, as well as the initial slew required for the amplifier and motor to rise to the initial

command current.

The viscous friction estimation suffers in the experimental situation when there is a

time delay in the PD-feedback loop used for parametric harmonic oscillation. The severity
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of this problem depends on the length of the delay relative to the period of each harmonic

oscillation. Because larger system masses produce slower oscillations, it is typically the

systems with smaller mass which exhibit this adverse effect. The estimation error due

to this problem is evident in the friction values shown for the test bed in Table 5.2 on

page 137. Generally, it may therefore be advisable to add some constant mass to the system

during identification, and then subtract this known value from the final estimation, in order

to circumvent the time delay effect, unless the time delay can be measured directly and

compensated for. Mass estimation is, fortunately, relatively insensitive to the inaccuracies

in the friction estimation, and depends more significantly on the frequency estimation. The

kinetic friction estimation is independent of any system dynamics, and is therefore also

unaffected by the presence of a time delay in the feedback loop.

Lastly, it is worth noting that an interesting phenomenon occurs when the kinetic

friction is high and the viscous friction is low. When the maximum oscillation velocity is

such that the maximum viscous friction is always less than the kinetic friction, it is possible

to oscillate the system with negative damping and still achieve a stable response. In such

a situation, the parametric damping coefficient Ci < 0, and the envelope of the oscillation

will have an accelerated slope, rather than a decelerated slope as for an exponential decay

(the envelope will be bullet shaped!).80 For systems with a high kinetic friction this means

that even negative damping can be used to obtain the system parameters. Normally, in the

absence of kinetic friction, negative damping causes exponential instability, and therefore

negative damping should be used with caution. However, if the kinetic friction is high,

then negative damping will be the only way to obtain sufficient oscillation for successful

identification using the parametric harmonic oscillation method.

5.1 System ID Results from the Mechanical Positioning Test Bed.

The mechanical positioning test bed was identified in three sections corresponding to

its three nonlinear junctions. Since the test bed was fairly well characterised by previous

calculations and identification on the part of Walczyk [367] and Prakah-Asante et alii [271],

this system provides a good test of the proposed system identification methods against

expected results.

The results shown in Table 5.2 were obtained before the time-delay compensation was

developed and included towards the very end of the research for this thesis. Therefore the

nefarious effect of the time delay is still present in the data, and clearly seen to decrease

as the system inertia increases. It can also be seen clearly that the time delay, which is
80—See Figure 5.3 for an example of this balance between negative viscous damping yet positive kinetic

damping.
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Figure 5.3: Negative Viscous Damping in the Presence of Kinetic Friction.

interpreted as a phase lag by the system identification, gives the identification algorithm

the false impression that the friction is greater than it really is, as if the system were

slowed by additional friction forces which in fact are not present. These reasons account

for the discrepancies in the friction estimation, and it is evident that the time delay has a

significantly confounding effect on the accuracy of viscous friction estimation.

Since three separate sections are identified independently, the differences in parameter

estimations between successive parts of the machine yield the information about each part

itself, in sequence. The identification results were in this regard very good, however bodies

A and B each exhibited some offset from the expected value as published by Walczyk and

later by Prakah-Asante. The reason for this is because the published values in both of

those previous references were made for the test bed system prior to the addition of an

important modification made (by Walczyk) after those publications were already released.
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To understand this, a brief synopsis of the history of the test bed is in order: the test bed

as originally built contained an imbalance in the lower and upper backlash arms (see Wal-

czyk, [367, dwg.32 & 35]), which caused the test bed to wobble perilously when the spindle

was rotated at high speeds; to remedy this situation, the backlash arms were modified to

include counterbalances, although the new calculations were not published (until now–see

Appendix C). The difference between the identification results here and the published values

correspond neatly with the previously undocumented modifications, as shown in the data.

Presumably, the modifications had not yet been made between the time of Walczyk’s thesis

in 1991 and Prakah-Asante’s initial journal submission in 1992, both of which document

the original test bed configuration, without the counterbalance improvements. The reader

should be made aware of this when referencing the aforementioned works for comparison

against the parameters estimated by the techniques in this thesis.

Table 5.2: Test Bed System Identification (without time-delay compensation).
(Published values from [264], [367], and [271].)

A only A + B A + B + C

published measured published measured published measured

∆t (ms) 13.77 12.24 – 10.76 – 10.63

J (Nms2) 0.0115355 0.01194 0.0150626 0.01744 0.0339399 0.03136

k (Nm) 0 (nil) 0.001034 0 (nil) 0.1492 nil (0) -0.01168

c̄ (Nms) 0.0007457 0.002355 0.0018657 0.001233 0.0029857 0.004514

∆c (Ns/m) – 0.0002458 – 0.000848 – 0.000858

f̄k (Nm) 0.109456 -0.07233 0.1416169 -0.1921 0.1711679 -0.1968

∆fk (Nm) – 0.008622 – 0.0243 – 0.005588

f̄s (Nm) – 0.6098 – -0.5152 – -2.49

∆fs (Nm) – 0.08057 – 0.5208 – 0.5377

5.2 System ID Results from the Inverted Pendulum System.

The inverted pendulum system was identified in two stages, once with the driving

motor by itself, and a second time with the linear cart attached. One reason for this was

to verify the suspicion that the dominant frictional component is not in the linear track,

but in the driving motor. Because less friction information was previously available on this

system (particularly for the linear bearings), performing two tests in this manner afforded

the possibility of better evaluating the system identification accuracy by comparing the
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results against empirically observed differences between the system with and without the

linear cart included.

Table 5.3: Pendulum System Identification (corrected for K = 0).
(Published values from [263] and [355].)

motor only motor + cart

published measured error published measured error

∆t (ms) 10.84 9.2838 14% – 10.548 –

m (kg) 1.4250 1.6466 16% 2.3900 2.4223 1.4%

k (N/m) 0 (nil) 2.8790 9.3% 0 (nil) +8.9827 –

c̄ (Ns/m) 0.3656 0.3727 1.9% – 0.8043 –

∆c (Ns/m) 0 (nil) -0.0096 – – +0.3268 –

f̄k (N) 3.7330 -5.1676 38% – 7.9340 –

∆fk (N) 0 (nil) 1.5043 – – +0.7163 –

f̄s (N) – 8.3029 – – 20.2141 –

∆fs (N) – 4.3673 – – 10.9196 –



Chapter 6

Discussion and Conclusions.

Nonlinear drive train modeling, identification and control is a complicated, yet important

subject for understanding the potential improvements to machine tool control under faster

operating conditions with higher precision demands. By first developing a comprehensive

model of these nonlinearities and then focusing on the firstmost significant aspect of the

same, the parametric harmonic oscillation method and extended logarithmic decrement

method together provide a powerful and easy-to-use means for identifying asymmetric ki-

netic and viscous friction in drive trains.

Parametric harmonic oscillation can be applied to any system which must be oscillated

for identification purposes. Even forced parametric harmonic oscillation provides a means

for redundancy in the response measurements which is not possible using the traditional

sine sweep or white noise identification approaches by themselves; however, parametric har-

monic oscillation can be used to complement these traditional methods without any direct

modification to said methods themselves. By including the realistic effect of a time delay

in the PD feedback path, pseudo-free harmonic oscillations can also be analysed accurately

using traditional techniques, even for overdamped systems not previously analysable using

these methods. The new method is thus a versatile asset to the set of traditional system

identification tools.

The extended logarithmic decrement method extends a commonly-used traditional

technique to include the important aspect of asymmetric friction identification. The method

is well-known to most researchers and industry professionals dealing with vibration control,

and can therefore be straightforwardly applied by most researchers in the field. Although

the new log decrement method can only handle a single degree of freedom at a time, with a

sensor displacement at each rigid body it is possible to use the difference in displacements

of successive bodies to identify the friction and compliance for each degree of freedom in

turn.

The Hilbert Transform and wavelet transformation methods as published in the lit-

erature [89, 117, 118, 121–123, 146, 165, 208, 235, 237, 289] have also been verified as useful

methods for damping and frequency estimation. The advantage of these methods over the

logarithmic decrement method is that they can handle multimodal rather than unimodal

frequencies in-between successive rigid bodies. Insofar as multiple modes may be termed

generalised coordinates, thereby representing unique degrees of freedom, these methods are

thus also capable of analysing multiple degree-of-freedom systems. Furthermore, the back-

139
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ground research presented herein shows that these nonlinear methods are also promising

candidates for asymmetric friction identification.

The new methods are developed in theoretical detail and proven in simulation. Exper-

imental results corroborate preceding analyses and verify the applicability and usefulness

of these methods on systems representing typical machine tool dynamics. Asymmetric fric-

tion identification represents a significant contribution to industry, in the sense that precise

servo control requires a reasonable knowledge of asymmetric friction. The author knows

of no prior work which identifies asymmetric friction in a single identification manoeuvre.

The parametric harmonic oscillation method can be used as a front end for a number of

traditional identification procedures requiring either free or forced harmonic oscillation data

to work. This new method now allows any nonlinear, multi-degree-of-freedom second-order

system (not merely underdamped ones) to be analysed using the popular methods.

The work performed on friction identification therefore embodies one of the crucial first

steps in identifying the combined action of friction, compliance and backlash in machine

tools. Identification of the other nonlinearities will be aided by this cornerstone of research

now completed by this thesis.

6.1 Recommended Future Work.

The work expounded upon in this thesis constitutes a solid base of departure for future

work. A number of different areas of groundwork have been laid, including:

• historical literature review and comprehensive bibliography

• comprehensive description of the current state of the art

• comprehensive analytical modeling of drive train nonlinearities

• direct connection to machine tool drive nonlinearities

• comprehensive and flexible simulation of mechanical positioning test bed

• corroboration of analytically predicted test bed and pendulum system parameters

• a clear set of options outlined for continuation of this research

The subject under study is extensive in scope. Many interesting possibilities lend

themselves naturally to continuation of the present work, including:

• extension of the Hilbert Transform and/or wavelet transformation method to simul-

taneous and/or asymmetric viscous and kinetic friction ID
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• on-line, adaptive identification and tracking of asymmetric kinetic and viscous friction

• prove identification on an actual machine tool feed drive mechanism performing a

standard circular countour test

• fully automate the identification procedure

• track parameter drifts adaptively and on-line during normal operation

• improve the machine precision and accuracy during use via feedback control

• monitor the general “health” of the machine’s dynamic components

• delineation of a methodology for machine tool classification according to drive train

nonlinearity and operational function
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[351] A. Tornambè and P. Valigi. A decentralized controller for the robust stabilization of
a class of mimo dynamical systems. ASME J. Dyn. Sys., Meas., and Control,
116:293–304, June 1994.

[352] J. Tou and P. M. Schultheiss. Static and sliding friction in feedback systems. J.
App. Phys., 24(9):1210–1217, September 1953.

[353] William T. Townsend and J. Kenneth Salisbury, Jr. The effect of Coulomb friction
and stiction on force control. In J. IEEE Trans. Rob. Auto. [168], pages 833–889.

[354] J. C. Trinkle et alii . On dynamic multi-rigid-body contact problems with coulomb
friction. Z. Angew. Math. Mech., 77(4):267–279, 1997. See also Stewart &
Trinkle [317].
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Figure A.1: A timeline of significant discoveriesin the history of friction.
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Appendix B

Software Code.

B.1 How to Obtain and Use the Software.

The Simulation code and Matlabr© software is available via Rensselær’s mechatronics

research website, where it can be downloaded using any internet browser. The main address

for the website is

http://www.meche.rpi.edu/research/mechatronics

The c code is copyrighted by the author and may be licensed for use upon written

request.

B.2 Simulation Code.

B.2.1 Description.

The simulation code was developed using the AutoLevTM application designed by

Thomas Kane and David Levinson to complement Kane’s method of dynamics analysis [181].

The AutoLevTM code listed in §B.2.3 defines the system’s generalised coordinates and con-

straints on those coordinates, and using the laws of rigid-body kinematics then derives the

equations of motion for the system. To make the simulation as highly configurable as it

is, numerous AutoLevTM scenarios were developed, each with a different set of constraints

describing the various possible types of coupling between the subsystems “A”, “B”, and “C”

of the test bed. AutoLevTM has the ability to generate ForTran or c code to iterate the

equations of motion (using a Runga-Kutta integrator) and thereby derive a time response

of the system’s behaviour. For this work, c code was generated for each scenario, and then

all the possible scenarios were amalgamated by hand into one piece of simulation code, by

combining the redundant code sections together, and using logic branches to differentiate

differing code sections for each of the possible scenarios.

B.2.2 Instructions for Use.

The simulation is performed by entering the relevant parameter values into the file

named Simulate.in. This input file provides the simulation with the necessary configura-

tion information to generate a time response.

Once the input file is updated, the simulation programme Simulate.exe can be ex-

ecuted. The executable file is designed to be run under the MicroSoft r© Disk Operating
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System (MS-DOS r©). Basic parameter values will be displayed, along with the simulation

time. The simulation is finished once the simulation time reaches the specified simulation

end time given in the input file. The time responses will be saved under the filename

Simulate.dat.81

The simulation speed will decrease with increasing system complexity and/or non-

linearity, decreasing integration timestep size, and minute displacements. If the system

oscillation settles before the specified end time, for example, then the simulation will slow

down markedly when the system velocities approach zero. In such circumstances the user

may press any key on the keyboard and the simulation will be prematurely ended, and the

data up to that point retained in Simulate.dat. If the integrator has problems continuing

the simulation, the programme will abort itself and display the reason why.

The integrator is sensitive to the timestep size used for any given system with non-

linearities. Generally, a good rule-of-thumb is to decrease the stepsize as the degree of

nonlinearity increases. Conversely, simple systems retain sufficient precision with relatively

large stepsizes. In any case, be certain to save as few points as possible to retain the

analysability of the response data, but no fewer, as this will conserve disk space. For ex-

ample, accurate peak detection requires that the user should save at least on the order of

20-50 datapoints per oscillation cycle.

B.2.3 Dynamics Analysis Code (AutoLevTM).

• Simulate.al: Test bed dynamics analysis.

B.2.4 Simulation Code (ANSI c).

• Simulate.c: Simulation of mechanical positioning test bed behaviour.

• Simulate.h: Header file for above c code.

• Simulate.in: Input datafile for use with Simulate.exe.

• TestBed.in: Input datafile containing parameters for Rensselær’s mechanical posi-

tioning test bed.

B.3 Data Acquisition Code (c).

B.3.1 Description.

The data acquisition code allows the user to interface with a dynamic system having a

position feedback encoder, and a motor for PD feedback. The proportional and derivative
81Note that if this file already exists then it will be overwritten!
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feedback constants P and D may be changed as necessary to produce a variety of combina-

tions for parametric harmonic oscillation of the dynamic system. The c language was used

because of all the higher-level computer languages, c provides the most direct access to the

computer’s hardware resources (through the use of pointers and in-line assembly code).

Because the parametric harmonic oscillation method requires accurate measurement

of velocity for the derivative feedback, a very stable sampling period was necessary. This is

confounded on the IBM r© PC by the MS-DOS r©, which executes various background tasks

to maintain the general functionality of the computer, like refreshing the output display,

checking the keyboard for input, and writing data to the hard drive. These processes may

be initiated by the programmer, but exactly when they occur, and how long they take, is

non-deterministic. The actual timing variability due to these background processes results

in timing jitter and data glitches which effectively corrupt the timeline of the data or the

data themselves. Furthermore, MS-DOS r© is configured to perform these functions at a

speed of only about 55 Hertz, which is generally (far) too slow for accurate data acquisition

and/or system feedback control.

To remediate this problem, the data acquisition programme was first developed around

an inexpensive, popular real-time kernel called µC/OS [200]. The kernel is itself an operat-

ing system which can be used to schedule time-critical tasks to ensure that each is accom-

plished in the available time (assuming this is possible). It does this by executing partial

portions of code in turn, according to the priorities assigned to them. In essence, this is the

art of multi-tasking, and the real-time kernel allows us to perform these multiple tasks all

at once, by dividing the computer’s attention between them, unlike MS-DOS r©, which can

only perform tasks sequentially. The second key to performing the data acquisition in real

time was to then speed up the computer’s clock from 55 Hertz to about 140 Hertz or more.

This last trick is acomplished by reprogramming the real-time clock on the IBM r© PC (the

so-called “Timer 0” counter) to generate interrupts at some faster rate than the default, and

then to run the MS-DOS r© housekeeper (which performs the required background functions

described before) at the expected customary rate of 55 Hz. In this manner, the µC/OS

kernel can do its job transparently as far as the DOS is concerned, allowing DOS functions

(like disk and console writes) to continue to be used, but run the rest of the control loop at

a higher pace than is normally possible.

The only caveat to this approach is that the user must be careful not to call any DOS

routines in a re-entrant manner, that is, to try to execute the same DOS call more than once

before the first call is finished, which would confuse the system and “lock up” the computer.

During testing it was found that the data can be corrupted by re-entrancy when writing

is performed to the hard drive due to latency in the DOS. To avoid this problem, while
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retaining the ease-of-use of DOS write calls used by the likes of c’s fprintf() function, the

data was first acquired to a RAM disk (setup by loading RAMDrive.sys in the Config.sys

file), and then copied over to the hard drive for permanent storage. Writing to the hard

drive directly can cause serious damage to the hard drive’s file allocation tables, should an

unexpected DOS reentrancy occur due during the real-time kernel use. The user is therefore

exhorted to write to a RAM disk rather than a hard drive. Using a RAM disk has the

further advantage of allowing simple fprintf() function calls, even for very large datafiles,

rather than requiring an extended memory driver (like HiMem.sys and/or EMM386.exe) with

associated code to write data files exceeding the infamous 640 kB lower memory barrier.

Even with these precautions, the datafiles may contain occasional glitches. In the

author’s experience, these glitches are limited to either very infrequent and sporadic data

corruption for a duration of about 10-100 milliseconds (which occurs perhaps every 100

datafiles), and/or infrequent timeline corruption which occurs for only one datapoint at-a-

time (occuring perhaps every 20-30 datafiles). The former error can not be corrected, and

the user must discard or repeat the particular oscillation experiment. The latter error is

correctable via linear interpolation, and is automatically corrected by the Matlab r© analysis

software presented in §B.5.3.

A final caution applies to the manipulation of the system clock: after running the

acquisition code, the user should check the system clock and adjust it to reflect the cor-

rect time. This can be done via MS-DOS’ time utility, or in Windows r© under Start ->

Settings -> Control Panel -> Date/Time, and should be done immediately once the

operating system is restored and acquisition is finished, in order to avoid confusing make

utilities and file copying functions which depend on timestamp comparisons.

B.3.2 Instructions for Use.

Before the acquisition programme is run, the correct hardware connections should be

made to interface the computer with the dynamic system under investigation. The National

Instruments r© Lab-PC+TM is assumed for the actual acquisition; D/A converter channel 0

(“DAC0”) is used for the motor feedback, and should be connected to the PMI r© amplifier’s

10-V range command input via a filter (to remove the high frequencies caused by the output

quantisation); A/D converter channel 0 (“ACH0”) is used to measure the actual current

produced by the amplifier, and should run from the amplifier current monitor terminals,

again via a filter (to remove any high-frequency interference). The filter used by the author

was a configurable eighth-order low-pass Chebychev filter, set for a cut-off frequency of

about 120 Hz on both ADC0 and ACH0. The wires between the amplifier and the DC motor

should be Gaussian-shielded with a ground at the amplifier end only (to eliminate high-
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frequency interference caused by the 40-kHz switching action of the amplifier). Lastly, an

encoder to measure displacement should be connected to input channel 0 of the Technology

80 r© TE5312B quadrature decoder board.

The programme itself can be configured for use with different systems by selecting

the proper parameter set in c header file Friction.h. Two sets pre-defined by the author

are the #pragma directives PENDULUM and TESTBED, for the pendulum and test bed systems,

respectively, as documented within the header file itself (see §B.3.3). Once the proper set

has been selected, the programme must be re-compiled using an ANSI c compiler. The

executable must be linked with start-up code, and CODE and DATA segments (80x86

architecture) for the “large” memory model. The executable should link in the National

Instruments library NI.lib, and the decoder board library TE5312.obj. A project make-

file, called Friction.mak, which constructs the executable, is available from the author.

Executable versions for both the systems studied in this thesis have been compiled, and

are called Pendulum.exe and TestBed.exe. Note that other hardware for the data acqui-

sition can be used by making appropriate changes to the c code and re-compiling for the

appropriate platform.

The acquisition programme should be copied to, and run from, a RAM disk as rec-

ommended above. The programme uses a National Instruments data acquisition board and

therefore the configuration file ATBrds.cfg must be located in the root directory of the

drive from which the programme is executed (in this case, the configuration file should

reside in, or be copied to, the root directory of the RAM disk containing the executable).

Since RAM disks are wiped clean with every system (re)boot, these files will need to be

copied over afresh after the system is (re)booted.

When the programme is run, it first measures and compensates for any DC offset in

the motor command via the current sense feedback. Once this is done, the user is asked to

calibrate the displacement range by informing the programme of the displacement extremes.

Next, the user is prompted for a filename base under which to save the data acquired; this

filename should follow MS-DOS r© naming conventions, and the three-letter file extension

(including the dot) should be omitted (if the extension is entered then the file cannot be

created). The first data file will be assigned the extension .001, the second .002, and so on.

Each time a data file is deemed acceptable by the user, the file extension will automatically

be incremented. It should lastly be noted that using the [BackSpace] key during entry of the

filename will cause a problem because the scanf() function used to enter this information

in the c programme does not handle this key. If the filename is not typed in correctly the

first time around, the user must abort acquisition and run the programme anew.

Once the filename has been entered, the user may cary the proportional and derivative
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feedback parameters. When these are set as desired, the [SpaceBar] can be pressed to start

parametric harmonic oscillation. The programme automatically detects when the oscillation

has settled, and then prompts the user to accept or reject the oscillation. If the oscillation

is rejected, the experiment may be repeated. Alternately, pressing the [x] key will exit the

programme. During an oscillation, any key may be pressed to abort that oscillation. Lastly,

if the motor command exceeds a safe value then the oscillation will abort automatically (this

is possible when applying negative damping with a high value for the derivative feedback).

A file with the extension .PD will be maintained, summarising the feedback parameters and

other information for each oscillation.

The data must be acquired in a specific manner in order to be analysed by the Matlabr©

routines. The proper order involves recording pairs of data files, one for oscillations with

a “positive” initial displacement, and the other with a “negative” initial displacement (the

order doesn’t matter, as long as the user is consistent). Also, the derivative feedback must

be varied in equal steps for each proportional feedback value; after a set of different values

for Di have been made for a certain value of Pi, then the proportional feedback may be

changed to the next value, for which the set of previous values Di is repeated. Pi can then

be changed again, in a step equal to the previous change in Pi, and so on. This produces a

format required by the Matlabr© files; further details can be found in the Matlabr© scripts

themselves.

B.3.3 Data Acquisition Code.

• Friction.c: Parametric Harmonic Oscillation identification.

• Friction.h: Header file for above c code.

• Friction.mak: Makefile for generating Friction.exe.

B.4 c Support Code Listings.

B.4.1 Data-Acquisition Header Files.

• NI.h: Definitions for National Instruments r© data-acquisition products.

• TE5312.h: Definitions for Technology 80 r© TE5312B quadrature decoder board.

B.4.2 System Header Files.

• ANSI.h: Header file for American National Standards Institute compliance.

• Error.h: Error handler macro.

• FloatFix.h: Borland-specific macro to force floating-point format link.
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• IBM-PC.h: Header file for IBM personal computers (AT, XT and above).

• Macros.h: Some handy-dandy macros written by the author.

• MSDOS.h: Header file for MS-DOS r© operating system.

• PIT8253.h: Definitions for the Intel r© 8253 programmable interrupt timer.

• PPI8255.h: Definitions for the Intel r© 8255 programmable peripheral interface.

• TypeDefs.h: Common type definitions.

B.5 Data Analysis Code (Matlab r).

B.5.1 Description.

Data analysis was performed using Matlab r© because it affords much better flexibility

in the revision and debugging process than compiled code does, and has a large library

of functions already available for analysis. A number of Matlab r© scripts (m-files) were

written to perform the friction identification described in this thesis. FreeLID.m identi-

fies the asymmetric kinetic and viscous friction using the extended logarithmic decrement

method, FreeHID.m identifies the symmetric viscous friction using the Hilbert Transform,

and FreeWID.m identifies the symmetric viscous or kinetic friction using the Wavelet trans-

formation. In addition to these files, numerous support routines were written, and are

also listed here. All the routines are available from the author, and should eventually be

available at MathWorks’ FTP archive as well (www.mathworks.com).

B.5.2 Instructions for Use.

The Matlabr© scripts are self-documenting. To learn the implementation for a certain

m-file, simply type “help” followed by the name of the m-file at the Matlabr© user prompt,

as with any other Matlab r© function. The user may need to modify the Matlab r© path so

Matlabr© knows where to locate the identification and support routines.

Each type of analysis estimates the damped natural frequency of the parametric har-

monic oscillation under study, the damping, the undamped natural frequency, and the

kinetic friction. Typically the analyses offer estimates with about five per cent error for

clean oscillation data.

B.5.3 Friction Analysis Code.

• FAnalyse.m: Analyse a set of parametric harmonic oscillations (PHOs).

• FMixLR.m: Mix asymmetric datafiles from a PHO experiment dataset.
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• FProcess.m: Process PHO experiment dataset for friction identification.

• FreeHID.m: Identify friction using the Hilbert Transform.

• FreeLID.m: Identify asymmetric kinetic and viscous friction using the logarithmic

decrement method.

• FreeWID.m: Identify friction using the Morlet Wavelet transformation.

B.6 Matlab r Support Code Listings.

B.6.1 Control System Design Utilities.

• Step2.m: Plot step response of continuous (s-domain) system.

B.6.2 General Functions.

• AskPrint.m: Prompt user whether or not to print current plot.

• DispLine.m: Display a line, which can be either blank or some message.

• DispVar.m: Display variable and its value on one line.

• GetDef.m: Prompts user for input or default acceptance.

• StrPad.m: Pad a string with the specified character.

• Wait4Key.m: Prompt the user for a keystroke to continue m-file processing.

• Yes.m: Answers questions.

B.6.3 Math Functions.

• IsEven.m: Tells whether a number is an even integer or not.

• IsOdd.m: Tells whether a number is an odd integer or not.

• PerDiff.m: Difference of permuted array elements.

• PerSum.m: Summation of permuted array elements.

• WLSFit.m: Weighted least-squares fit.

• WMean.m: Compute the weighted mean (or center of gravity) of a vector.

B.6.4 Plotting Functions.

• Stairs2.m: Discrete staircase plot.
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B.6.5 Signal Processing Functions.

• BeatFreq.m: Finds the beat frequency of the sum of two oscillating functions.

• Envelope.m: Finds the envelope of an arbitrary function.

• FindPeak.m: Find the peaks (and valleys) of an arbitrary function.

• OverSht.m: Finds the per-cent overshoot to a constant reference input.

• PhDiff.m: Finds the phase difference between two oscillations.

• Rising.m: Finds the rise time for response to constant reference input.

• Settling.m: Finds the settling time for a constant-input response.

• Smooth.m: Smooth data.

• Steady.m: Finds the steady-state region of a given oscillation.

• ZCross.m: Find the zero crossings of an arbitrary function.



Appendix C

Test Bed Counterbalance Modifications.
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